Table IV

<table>
<thead>
<tr>
<th>Method of synthesis</th>
<th>Side lobe</th>
<th>CTR</th>
<th>D</th>
<th>$\alpha_{-3\text{dB}}$</th>
<th>$B_p$</th>
<th>charact.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Simulated annealing</td>
<td>-13.51 dB</td>
<td>4.1</td>
<td>503</td>
<td>0.0143</td>
<td>0.5 dB</td>
<td>NE, NS</td>
</tr>
<tr>
<td>Proposed in [5]</td>
<td>-12.20 dB</td>
<td>5.8</td>
<td>503</td>
<td>0.0189</td>
<td>1.8 dB</td>
<td>NE, S</td>
</tr>
<tr>
<td>Dolph-Chebychev</td>
<td>-7 dB</td>
<td>11.4</td>
<td>123</td>
<td>0.0268</td>
<td>7.0 dB</td>
<td>E, S</td>
</tr>
</tbody>
</table>

Fig. 4(b). To the best of our knowledge, the result reported in [5] is the best in the literature for an array of 25 elements over 50\lambda. The side lobes were limited to $-12.20$ dB, the width of the main lobe was $\alpha_{-3\text{dB}} = 0.0189$ and the CTR was equal to 5.8. As mentioned earlier, SA produced an array with limited side lobes (1.3 dB lower), a narrower main lobe, and a lower CTR. Moreover, for the array synthesized by SA, the value of the parameter $B_p$ (for $n = 50$) is equal to 0.5 dB. This value is close to the lowest value reported in [10] for an unequally spaced array obtained for $n \cong 15$, i.e., under simpler conditions than those used in our case. Finally, we evaluated the performances of an array made up of 25 elements spaced at $\lambda/2$ intervals, with the Dolph–Chebychev weight coefficients. Such coefficients allowed main lobe to be contained in the area allowed ($\omega_{\text{max}} = 0.04$), but caused the side lobes to rise up to $-7$ dB. The size of the array was only equal to 123, but the width of the main lobe was considerable ($\alpha_{-3\text{dB}} = 0.0268$), and so was the CTR value, which was equal to 11.4. Table IV summarizes the characteristics of the arrays compared in this sub-section.

VI. CONCLUSION

The synthesis of unequally spaced arrays, with an average spacing many times as large as $\lambda/2$, exhibits some difficulties related to the height of side lobes. The application of SA to solve this problem yields better results than those obtained by other methods proposed in the literature. Satisfactory results can be achieved thanks to the possibility of synthesizing asymmetric arrays (with higher degrees of freedom) and to the simultaneous optimizations of positions and weight coefficients. Future work will be aimed at the synthesis of planar arrays, or at using SA to minimize the number of elements necessary to obtain a specific BP. Moreover, a deeper study of the BP behavior in terms of number of elements and spatial aperture may allow a more precise definition of the optimality concept for an antenna. This will lead us to the formulation of adequate energy functions for obtaining optimal array-sensor configurations.
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Design of Nonuniformly Spaced Linear-Phase FIR Filters Using Mixed Integer Linear Programming

Joon Tae Kim, Woo Jin Oh, and Yong Hoon Lee

Abstract—An optimization problem for designing a nonuniformly spaced, linear-phase FIR filter with minimal complexity is formulated and solved by mixed integer linear programming (MILP). Examples illustrate that the proposed method is useful for designing a wide range of filter types and can outperform subset selection-based design methods.

I. INTRODUCTION

One approach to the design of efficient FIR filters requiring fewer arithmetic operations than conventional ones is to design nonuniformly spaced FIR filters [1]-[5] by using techniques such as the subset selection method [3]-[5]. This approach results in a filter requiring fewer multiplications and additions at the expense of increased delays. In contrast to most of the other efficient FIR filter design techniques [6]-[9], which are mainly useful for narrowband filter design, the subset selection method is effective in designing a broad range of filter types, including wideband and nonlinear phase FIR filters. Filter design using the subset selection algorithm, however, is computationally inefficient and cannot guarantee a desired filter with minimal complexity. This is because the "subset size" of the subset selection method is determined by trial and error.

In this correspondence, we formulate an optimization problem for designing a nonuniformly spaced, linear-phase FIR filter with minimal complexity. This problem, then, is solved by mixed integer linear programming (MILP) [10]. Through some examples, we shall show that our technique is applicable over a wide range of filter types and can outperform the subset selection-based design methods.

II. THE FILTER DESIGN METHOD

The technique proposed in this section can be applied to linear phase FIR filter design. We shall illustrate our method for the case where impulse response is symmetric and filter length is even.
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Let \( h(n), n = 0, 1, \ldots, 2N - 1 \) denote the impulse response of a nonuniformly spaced linear-phase FIR filter. It is assumed that \( 2N \) is greater than \( 2N_c \), which is the minimum length of a conventional filter needed to meet the filter specifications. If \( h(n) = h(2N - 1 - n) \) for \( n = 0, 1, \ldots, N - 1 \), its frequency response is given by (omitting the linear phase term \( \exp(-j(N - 1)\omega/2) \))

\[
H(\omega) = \sum_{n=0}^{N-1} d(n) \cos \left( n + \frac{1}{2} \right) \omega
\]

where \( d(n) = 2h(N - 1 - n) \). We define sequences \( I_d(n) \) and \( P_d(n) \) indicating the existence and location of the nonzero values of \( d(n) \) as follows:

\[
I_d(n) = \begin{cases} 
0 & \text{when } d(n) = 0 \\
1 & \text{when } d(n) \neq 0
\end{cases}
\]

and

\[
P_d(n) = \begin{cases} 
0 & \text{when } d(n) = 0 \\
n & \text{when } d(n) \neq 0.
\end{cases}
\]

Note that \( \sum_{n=0}^{N-1} I_d(n) \) is the number of nonzero values of \( d(n) \) and that \( \max_n |P_d(n)| \) is proportional to the memory required in implementing \( h(n) \). In order to design a filter with minimal complexity, we formulate the following optimization problem:

\[
\text{Minimize } J(d(n)) = J_A(d(n)) + J_D(d(n))
\]

subject to

\[
\begin{align*}
|H(\omega)| & \leq \delta(\omega) & \text{when } \omega \in \text{passband} \\
|H(\omega)| & \leq \delta(\omega) & \text{when } \omega \in \text{stopband}
\end{align*}
\]

where \( J_A(\cdot) \) and \( J_D(\cdot) \) are the costs for arithmetic operations (multiplications and additions) and delay, respectively, and \( \delta(\omega) \) is the ripple size given in the filter specifications. Our objective is to find \( d(n) \) minimizing the cost \( J(d(n)) \) under the constraints of filter specifications. Before defining the costs \( J_A(\cdot) \) and \( J_D(\cdot) \), we describe some desirable properties that need to be satisfied by these costs.

Desirable Properties of the Costs

Consider two sequences \( d_1(n) \) and \( d_2(n) \), \( n = 0, 1, \ldots, N - 1 \), having \( M_1 \) and \( M_2 \) nonzero values, respectively.

- When \( M_2 > M_1 \), it is desired that
  \[
  J(d_2(n)) > J(d_1(n)).
  \]
- When \( M_1 = M_2 \), it is desired that
  \[
  J_A(d_1(n)) = J_A(d_2(n))
  \]
  and
  \[
  J_D(d_1(n)) > J_D(d_2(n)) \quad \text{whenever} \quad \max_n |P_d_1(n)| > \max_n |P_d_2(n)|.
  \]

These properties indicate that between two sequences, the one that needs more computations should have the larger cost and that when the required computational load is the same, the one with more delay has the larger cost. Now, we define

\[
J_A(d(n)) = c_A \sum_{n=0}^{N-1} I_d(n)
\]

with \( c_A \) a constant, since the number of arithmetic operations is proportional to \( \sum_{n=0}^{N-1} I_d(n) \). Note that the desired property in (6)

is satisfied by this \( J_A(\cdot) \). The following delay cost \( J_D(\cdot) \) meets the property in (7)

\[
J_D(d(n)) = \sum_{n=0}^{N-1} q(n) I_d(n)
\]

where

\[
q(n) = \begin{cases} 
1 & \text{when } n = 0 \\
2 & \text{when } n = 1, \\
\sum_{i=0}^{n-1} q(i) & \text{when } n \geq 2
\end{cases}
\]

Here, \( q(n) = \sum_{i=0}^{n-1} q(i) = 3 \cdot 2^{n-2} \) for \( n \geq 2 \).

Observation 1: The delay cost in (9) satisfies the desired property in (7).

Proof: Let \( \max_n |P_d_1(n)| = m_1, i = 1, 2, \) and assume \( m_1 > m_2 \). Then

\[
\sum_{n=0}^{N-1} q(n) I_d_1(n) = \sum_{n=0}^{m_1-1} q(n) I_d_1(n) > \sum_{n=0}^{m_1-1} q(n) I_d_2(n) \geq \sum_{n=0}^{m_2-1} q(n) I_d_2(n) = \sum_{n=0}^{N-1} I_d_2(n),
\]

where the first inequality comes from the fact that \( q(m_1) \geq \sum_{i=0}^{m_1-1} q(i) \) for \( n > 0 \). □

Now the overall cost

\[
J(d(n)) = c_A \sum_{n=0}^{N-1} I_d(n) + \sum_{n=0}^{N-1} q(n) I_d(n)
\]

that meets the desired property in (5) is found by adjusting \( c_A \). The observation below addresses this issue.

Observation 2: The property in (5) is satisfied by \( J(\cdot) \) in (11) if

\[
c_A \geq \sum_{n=0}^{N-1} q(n) = 3 \cdot 2^{N-2}.
\]

Proof: Assume that \( c_A \geq \sum_{n=0}^{N-1} q(n) \). Then

\[
J_A(d_2(n)) = \sum_{n=0}^{N-1} c_A I_d_2(n) = M_2 c_A \geq (M_1 + 1) c_A \geq M_1 c_A + \sum_{n=0}^{N-1} q(n) I_d_1(n) = J(d_1(n)).
\]

Second, \( J_D(d_2(n)) \geq 0 \) for nonzero \( M_2 \), \( J_D(d_2(n)) = J_A(d_2(n)) + J_D(d_2(n)) > J(d_1(n)). \) □

The overall cost in (11) is a linear function of \( I_d(n) \). Next we shall show that \( I_d(n) \) can be generated from \( d(n) \) using linear inequalities.

Observation 3: Suppose that for a given \( d(n) \), \( n = 0, 1, \ldots, N - 1 \), \( u \) and \( v \) are positive constants satisfying \( u < |d(n)| < v \) for all nonzero values of \( d(n) \). If we define a sequence \( I(n) \in \{0, 1\}, n = 0, 1, \ldots, N - 1 \), such that

\[
\frac{1}{v} |d(n)| \leq I(n) \leq \frac{1}{u} |d(n)|
\]

then, \( I(n) = I_d(n) \).

The proof for this observation is simple and is not shown here. Summarizing the above results, the optimization problem in (4) is rewritten as

\[
\text{Minimize } J(d(n)) = \sum_{n=0}^{N-1} [c_A + q(n)] I_d(n)
\]

subject to

\[
\begin{align*}
|H(\omega)| - 1 & \leq \delta(\omega) & \text{when } \omega \in \text{passband} \\
|H(\omega)| - \delta(\omega) & \leq \delta(\omega) & \text{when } \omega \in \text{stopband} \\
|d(n)| / v & \leq \sum_{n=0}^{N-1} I_d(n) \leq |d(n)| / u & \text{for } n = 0, 1, \ldots, N - 1, \\
0 & \leq I_d(n) & \in \text{integer}
\end{align*}
\]

Here, \( c_A = 3 \cdot 2^{N-2}, N > N_c \), and \( u \) and \( v \), respectively, are set at sufficiently small and large values. (In our design examples, which are presented in the next section, \( N \) is set at \( 1.5N_c \), and \( u \) and \( v \) are set at \( 10^{-3} \) and \( 10^3 \), respectively.) This problem can be solved by MILP, treating \( I_d(n) \) and \( I_d(n) \) as variables. Note that the length of the resultant impulse response \( h(n) \) is not \( 2N \) but \( 2 \cdot \max_n |P_d(n)| \).
III. DESIGN EXAMPLES

The MILP problems considered in this section were solved by using the commercial package noted in [11]. The required computation time for each problem was less than five minutes in a Sparc 2 workstation.

Example 1 (Prefilter Equalizer Design): This example compares our method with the subset selection-based method by considering the design example 4 in [5]. The desired specifications in normalized frequency are as follows:

- Passband: $F \in [0, 0.021]$, stopband: $F \in [0.07, 0.5]$,
- $dB_p = 0.2$ dB maximum passband ripple,
- $dB_s = 60$ dB minimum stopband attenuation.

This filter was designed as a cascade of a multiplierless prefilter and an equalizer. Given the prefilter in [5], we designed an equalizer such that the cascade meets the above specifications. The frequency responses of the prefilter, the equalizer designed by the proposed method, and the overall filter are shown in Fig. 1. The impulse response of the equalizer is $h(0) = h(9) = -1.8020355$, $h(4) = h(5) = 2.2030090$, and $h(i) = 0$ for $i = 1, 2, 3, 6, 7, 8$. This equalizer requiring two multiplications and nine delays is considerably simpler than the equalizer in [5]—designed by the subset selection method—which requires four multiplications and 32 delays.

Example 2 (Wideband Filter Design): This example illustrates that our method is useful in designing a wideband filter. The desired specifications in normalized frequency are as follows:

- Passband: $F \in [0, 0.2]$, stopband: $F \in [0.25, 0.5]$, $dB_p = 0.2$ dB maximum passband ripple, $dB_s = 60$ dB minimum stopband attenuation.

Note that we have purposely chosen a "difficult" wideband problem where the passband and stopband have slightly different widths. The Parks-McClellan algorithm determined that a length $2N_c = 48$ linear-phase FIR filter meets this specification. Using our method, we were able to find a length 50, nonuniformly spaced FIR filter satisfying the given specification. The frequency response of this filter is shown in Fig. 2. The impulse response has 40 nonzero coefficients. Thus, at least four multiplications and eight additions are reduced at the expense of only two delays, as compared with the conventional filter.

Example 3 (Interpolated FIR Filter Design): This example shows that our method is also useful for designing the interpolated FIR (IFIR) filter [7], [8]. We consider an example in [7]. The desired filter specifications in normalized frequency are as follows:

- Passband: $F \in [0, 0.0404]$, stopband: $F \in [0.0556, 0.5]$, $dB_p = 0.1612$ dB maximum passband ripple, $dB_s = 34.548$ dB minimum stopband attenuation.

In [7], the filter was designed as a cascade of twofold expanded model filter and a second-order interpolator; the model filter, whose passband and transition widths are twice the corresponding widths of the desired filter, was designed using the Parks-McClellan algorithm. The resulting model filter has the length $2N_c = 56$. We applied our method to the design of this model filter and obtained a length 58, nonuniformly spaced filter. The frequency responses of this model filter, interpolator, and the overall IFIR filter are shown in Fig. 3. The impulse response of this filter has 44 nonzero coefficients. Thus, at least six multiplications and 12 additions are reduced at the expense of only two delays as compared with the conventional filter.
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For filters with low or moderate sample size (less than 128), time domain convolution is usually used to obtain the system output. If systems with larger impulse response are required, it is inefficient to directly compute the convolution. An alternative to obtain the system output is to use the transform domain algorithms, the so-called overlap-and-parallel (OLA) or overlap-and-save (OLS) methods. However, in some applications we are faced with a problem of feeding an input function to filters with sharp-cutoff. On implementing the convolution with the OLA or OLS method, such long filter impulse may be too large for the discrete Fourier transform (DFT) to compute. To perform a convolution in the transform domain while using the DFT efficiently, an improved algorithm is derived by dividing both the long input and the impulse sequences into proper length of segments. The input segments are convolved with each impulse section and obtain a corresponding output. After properly combining the output sequence corresponding to each impulse section, we may obtain the linear convolution of the original sequence. From the analysis of computational complexity, the modified algorithm behaves better than the OLA and OLS methods.

II. MODIFIED OLA AND OLS ALGORITHM

The OLA and OLS algorithms are reviewed below for the convenience of developing the improved method. Assume the system impulse response \( h(n) \) is \( M \) points of length; for the OLA method, the input sequence \( x(n) \) is divided into segments of length \( L_1 \), with the \( k \)th section \( x_k(n) \) defined as

\[
x_k(n) = \begin{cases} 
  x(n), & kL_1 \leq n \leq (k+1)L_1 - 1 \\
  0, & \text{otherwise} 
\end{cases}
\]

Then

\[
x(n) = \sum_{k=-\infty}^{\infty} x_k(n).
\]

The overall system output \( y(n) \) is equal to the sum of \( x_k(n) \) convolved with \( h(n) \)

\[
y(n) = x(n) * h(n) = \sum_{k=-\infty}^{\infty} x_k(n) * h(n).
\]

Since \( x_k(n) \) has \( L_1 \) nonzero points and \( h(n) \) has \( M \) points, to obtain a linear convolution the DFT must have at least \((L_1 + M - 1)\) points. Thus, the output segments will overlap each other by \((M - 1)\) points. The overlapping sequences are added up to produce the entire convolution.

For the OLS method, we section the input \( x(n) \) into segments of length \( N \) so that each segment overlaps the preceding section by \((M - 1)\) points.

\[
x_k(n) = x(n + k(N - M + 1)) \quad 0 \leq n \leq N - 1.
\]

By performing a circular \( N \)-point convolution for each \( N \)-point segment with the \( M \)-point impulse response, the first \( M - 1 \) aliased points are discarded and the remaining \( N \times M + 1 \) points are combined with the nonaliased parts of other segments to form the linear convolution.