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Abstract—A class of nonlinear digital filters, called the threshold Boolean filter (TBF), is introduced. The TBF is defined by a Boolean function on the binary domain and is a natural extension of stack filters. Multilevel representations of a TBF corresponding to a Boolean function are derived; a TBF can be represented either as a sum of "local minimum—local maximum" terms or as an adaptive linear combination of ordered input data. It is shown that TBF's may be neither translation invariant nor scale invariant and that any TBF can be expressed as a linear combination of stack filters. A subclass of TBF's, called linearly separable (LS) TBF's, defined by the threshold logic is introduced as a direct extension of weighted-order statistic (WOS) filters. Implementation and design of a TBF and an LS TBF is investigated. The procedure for designing TBF's (LS TBF's) is shown to be considerably simpler than designing stack (WOS) filters, and the former can outperform the latter at marginal increase in computational cost. Finally, experimental results are presented to illustrate the performance characteristics of TBF's and LS TBF's.

I. INTRODUCTION

A NUMBER of digital filters possess the threshold decomposition property [1]. The output of a filter with threshold decomposition can be obtained by decomposing an input signal into a set of binary signals, carrying out the filtering operation separately on each binary signal and then by summing up the results. To be specific, consider a nonrecursive filter whose output \( Y(n) \) is denoted by \( Y(n) = F(X(n)) \), where \( X(n) \equiv (X_1(n), X_2(n), \ldots, X_N(n)) \) is the input vector within a window at time \( n \), \( X_j(n) \) is the \( j \)th input sample from the left of the window, and \( N \) is the window size. Assume that the input is \((M + 1)\) valued, i.e., \( X_j(n) \in \{0, 1, \ldots, M\} \). If this filter obeys the threshold decomposition, then the output \( Y(n) \) can be expressed as

\[
Y(n) = F(X(n)) = \sum_{\ell=1}^{M} F(I_{\ell}(X(n)))
\]

where \( I_{\ell}(X(n)) \equiv (I_{\ell}(X_1(n)), I_{\ell}(X_2(n)), \ldots, I_{\ell}(X_N(n))) \) is the thresholding operator defined as \( I_{\ell}(x) = 1 \) if \( x \geq \ell \) and 0 otherwise. Linear FIR and IIR filters and nonlinear filters such as stack filters [2]—which include median [3], rank order [4], and weighted order statistic (WOS) [5] filters as special cases—linear combination of order statistics (LOS) filters [6], [7] and linear combination of weighted order statistics (LWOS) filters [8] obey the threshold decomposition property. In addition, multilevel morphological filters are defined on the basis of the threshold decomposition [9], [10].

The filters satisfying the threshold decomposition can be fully specified on the binary domain by a truth table or by an extended truth table [8] that lists all possible binary input vectors and the corresponding output values. The (extended) truth table representation is useful for analyzing and implementing the nonlinear filters. In the case of stack filtering, the truth table representation reduces to a positive Boolean function performing only logical OR and logical AND operations.

The concept of threshold decomposition leads to the class of filters that are defined on the binary domain by \( f_{\ell}(\cdot) \) and whose multilevel representation is given by

\[
Y(n) = \sum_{\ell=1}^{M} f_{\ell}(I_{\ell-L}(X(n))), \ldots, I_{\ell}(X(n)), \ldots, I_{\ell+L}(X(n))
\]

where \( L \) is a nonnegative integer. In this filter, the binary vectors from \( 2L + 1 \) threshold levels nearest to the level \( \ell \) are input to the binary domain operator \( f_{\ell}(\cdot) \), which may vary depending on \( \ell \). Generalized stack filters [11] and microstatistic filters [12] are defined following this approach. When \( L = 0 \) and \( f_{\ell}(\cdot) = f(\cdot) \) for all \( \ell \) is a positive Boolean function, the class of filters defined by (2) reduces to stack filters.

When a filter is specified on the binary domain and its multilevel representation is given by (2), a natural question arises: Can we directly express such a filter on the multilevel without using the threshold decomposition? The answer to this question is affirmative for the cases associated with linear FIR, stack, and LWOS filters, where \( L = 0 \) and \( f_{\ell}(\cdot) = f(\cdot) \) for all \( \ell \). For example, any filter that is specified by an extended truth table on the binary domain and by (2) on the multilevel with \( L = 0 \) and \( f_{\ell}(\cdot) = f(\cdot) \) for all \( \ell \) can be expressed directly as a LWOS filter if the filter produces zero output value for the zero input vector [8]. On the other hand, the direct multilevel expressions of the generalized stack and microstatistic filters are generally unknown.

In this paper, we focus our attention on the filters that are specified by a Boolean function \( f(\cdot) \) on the binary domain and defined by (2) with \( L = 0 \) and \( f_{\ell}(\cdot) = f(\cdot) \) for all \( \ell \) on the multilevel. These filters will be referred to as the threshold Boolean filters (TBF's). The class of TBF's includes stack filters as a special case. We shall develop multilevel TBF representations and investigate the properties, implementation, and design of TBF's. It will be shown that a TBF, which
outperforms the optimal stack filter in [25], can be obtained following the procedure for designing the stack filter.

As a very interesting and useful subclass of TBF’s, we will introduce what we call the \textit{linearily separable (LS)} TBF. The LS TBF is defined by an LS Boolean function called the threshold logic [17], [18]. Since a WOS filter is defined by an LS Boolean function with nonnegative coefficients [5], the LS TBF is a direct extension of the WOS filter. It will be seen that the method for designing WOS filters can be applied to design LS TBF’s.

The organization of this paper is as follows. In Section II, the TBF is defined by a Boolean function on the binary domain, and its multilevel representation based on true vectors of the Boolean function is derived. In Section III, we develop three alternative TBF representations: two of them are based on the sum-of-product (SOP) expression of a Boolean function, and the third one is represented in terms of ordered input data. It is shown that the LS TBF can be expressed succinctly on the multilevel by using the ordered input data. Some properties of the TBF are investigated in Section IV, where the relation among TBF’s, rank order, and LOS filters is discussed. In Section V, we consider implementations of the TBF. In Section VI, procedures for designing a TBF and an LS TBF are described, and the performance of the TBF and LS TBF are examined through computer simulation. Finally, Section VII presents conclusions.

II. THRESHOLD BOOLEAN FILTERS

A TBF, which is denoted by TBF$_f$(X), is defined as

\[ \text{TBF}_f(X) = \sum_{i=1}^{M} f(I_i(X)) \]  

where $f(\cdot)$ is a Boolean function, and $X = (X_1, \ldots, X_N)$ is an input vector. Here, as well as in the rest of this paper, the time index $n$ is dropped from $X(n)$ and $X_i(n)$ to simplify the notation. When $f(\cdot)$ is a positive Boolean function, the corresponding multilevel expression is obtained by exchanging logical OR and logical AND operations of $f(\cdot)$ with maximum and minimum operations, respectively; the filter is a stack filter. For example, for $f(x) = x_1x_2 + x_2x_3$, $N = 3$, where the multiplication and addition represent logical AND and OR operations, respectively, we get $\text{TBF}_f(X) = \max\{ \min\{X_1, X_2\}, \min\{X_2, X_3\} \}$. This is possible since every positive Boolean function commutes with thresholding [13], and the maximum and minimum operations become the logical OR and the logical AND, respectively, for binary inputs. On the other hand, for $f(\cdot)$, which is a Boolean function with logical negations (complements), the corresponding TBF$_f(\cdot)$ cannot be obtained directly because such a Boolean function does not commute with thresholding, and the multilevel operator that reduces to the logical negation for binary inputs does not exist. The multilevel representations of a TBF, which are obtained in the following subsection, will show that the logical negation is closely related to the multilevel minus ($-$) operation.

The TBF in (3) becomes the LS TBF when $f(x)$ is an LS Boolean function, which is defined as

\[ f(x_1, \ldots, x_N) = \begin{cases} 1, & \text{if } \sum_{i=1}^{N} w_i x_i \geq T \\ 0, & \text{otherwise} \end{cases} \]  

where the weights $w_i$ and the threshold $T$ are real numbers. If the weights and the threshold are limited to be nonnegative and $\sum_{i=1}^{N} w_i \geq T$, then an LS Boolean function becomes positive, and the corresponding LS TBF reduces to a WOS filter. We shall see that an LS TBF is simpler to implement than general TBF’s.

It should be pointed out that there are some well-known multilevel operators that can be thought of as TBF’s. In fact, if a multilevel operator $F(\cdot)$ can be expressed as in (1), and it produces a binary output for any binary input vector, then the filter is a TBF. The example below illustrates this.

\textbf{Example 1:} Consider the range estimator $F(X) = X^{(1)} - X^{(N)}$, where $X^{(1)}$ and $X^{(N)}$ are the maximum and the minimum, respectively, among $\{X_1, \ldots, X_N\}$. It is straightforward to see that this estimator obeys the threshold decomposition, and obviously, the estimator yields binary outputs for binary input values. The Boolean function corresponding to this with $N = 3$ is $f(x) = x_1x_2 + x_2x_3 + x_3x_1$.

In a similar manner, we can see that the quasi-ranges [15] and the absolute difference between ordered data are TBF’s.

In the following, the multilevel TBF representations are derived after introducing some notations and definitions.

A. Notations and Definitions

It is assumed that the input samples $\{X_1, \ldots, X_N\}$ are $(M + 1)$ valued, $X_i \in D$ for all $i$ and $X \in D^N$, where $D = \{0,1,\ldots,M\}$, which is a set of nonnegative integers. The $j$th largest sample among the input samples $\{X_1, \ldots, X_N\}$ is denoted by $X_{(j)}, j = 1, \ldots, N$. If two input values are identical, say, $X_i = X_j$, then either of them will be considered to be a larger one. We define $X_{(0)} = M$ and $X_{(N+1)} = 0$ so that $X_{(N+1)} \leq X_{(N)} \cdots \leq X_{(1)} \leq X_{(0)}$ holds. The difference $X_{(i)} - X_{(j)}$ is denoted by $C_{ij}, 0 \leq j \leq N$. Note that $C_{0i} = M - X_{(i)}$ and $C_{Ni} = X_{(N)}$. For some positive integer $a$ and $b$, the set of integers $S[a, b] = \{a, a+1, \ldots, b\}$, which is a subset of $D$, is defined. Here, $S[a, b] \equiv \emptyset$ if $a > b$, $|S[a, b]|$ denotes the number of elements in $S[a, b]$, that is, $|S[a, b]| = b - a + 1$ if $b \geq a$, and 0 otherwise.

Now, consider a Boolean function $f(x) = \pi_1(x) \oplus \pi_2(x) \oplus \cdots \oplus \pi_p(x)$ expressed as a SOP, where $x = (x_1, \ldots, x_N)$ denotes a vector of $N$ binary entries, and $\pi_j(x)$ represents the $j$th product of $f(x)$. A binary vector, say, $x_0$, is called a true (false) vector of $f(\cdot)$ if $f(x_0) = 1(0)$. The set of all true vectors of $f(x)$ is denoted as $V(f)$. Similarly, the set of all true vectors of $\pi_j(x)$ is expressed as $V(\pi_j)$. Note that $V(f) = \bigcup_{j=1}^{p} V(\pi_j)$. The products $\pi_j(x)$ and $\pi_k(x)$ are said to be mutually exclusive if $V(\pi_j)$ and $V(\pi_k)$ are disjoint, i.e., $V(\pi_j) \cap V(\pi_k) = \emptyset$. As an example, consider $\pi_1(x) = x_1x_2$ and $\pi_2(x) = x_3$ and $N = 3$. Then, $V(\pi_1) = \{(0,0,0),(1,0,0)\}$, $V(\pi_2) = \{(1,1,0),(1,1,1)\}$, and $\pi_1(x)$ and $\pi_2(x)$ are not mutually exclusive. The binary vectors $(1,1,\ldots,1)$ and $(0,0,\ldots,0)$ are denoted by 1 and 0,
respectively. Finally, the number of 1’s in a binary vector \( \mathbf{x} \), which is the Hamming weight, is denoted by \( w_H(\mathbf{x}) \).

### B. A Multilevel Representation of the TBF in Terms of True Vectors

Following from (3), the TBF can be expressed as shown in (5) at the bottom of the page, where \( \ell \in S[1,M] \). Once the set of true vectors \( V(f) \) is known, a multilevel representation can be obtained in a straightforward manner, as illustrated in the following simple example.

**Example 2:** Suppose that \( f(\mathbf{x}) = x_1\bar{x}_2 \), \( N = 2 \). The set of true vectors \( V(f) = \{1,0\} \). Consider (3). At a level \( \ell \), the binary input vector becomes a true vector if and only if (iff) \( X_2 < \ell \leq X_1 \). Assume \( X_2 < X_1 \) and follow from (5), \( \text{TBF}_f(X) \) is equal to the number of \( \ell \)'s for which \( I_\ell(X) = (1,0) \). Thus, \( \text{TBF}_f(X) = X_1 - X_2 \). When \( X_2 \geq X_1 \), the binary input vector at each level is not a true vector, and thus, \( \text{TBF}_f(X) = 0 \). Combining these, \( \text{TBF}_f(X) = \max\{0,X_1 - X_2\} \). Fig. 1 illustrates this result for \( X = (4,2) \). For this input, \( \text{TBF}_f(X) = 2 \). Note that in Fig. 1, the same output is obtained through the threshold decomposition.

A multilevel representation corresponding to an arbitrary Boolean function is presented next.

**Proposition 1 (Representation for a Single True Vector):** Suppose that a Boolean function \( f(\cdot) \) has only one true vector, say, \( \mathbf{v} = (v_1,\ldots,v_N) \). Then

\[
\text{TBF}_f(X) = \max\{0,\min\{X_j \mid j \in B_1(\mathbf{v})\} - \max\{X_j \mid j \in B_0(\mathbf{v})\}\},
\]

where \( \min \emptyset = M \), \( \max \emptyset = 0 \), and \( B_0(\mathbf{v})(B_1(\mathbf{v})) \) is the set of all indices of \( v_i \) for which \( v_i = 0,1,\ldots,N \), which are zero (one).

**Proof:** Let \( \mathbf{v} = 1(B_0(\mathbf{v}) = \emptyset) \). Then, \( I_\ell(X) = 1 \) iff \( 1 \leq \ell \leq \min\{X_1,\ldots,X_N\} \) and \( \text{TBF}_f(X) = \min\{X_1,\ldots,X_N\} \). Now, let \( \mathbf{v} = 0(B_1(\mathbf{v}) = \emptyset) \). Then, \( I_\ell(X) = 0 \) iff \( \max\{X_1,\ldots,X_N\} < \ell \leq M \) and \( \text{TBF}_f(X) = M - \max\{X_1,\ldots,X_N\} \). Finally, let \( \mathbf{v} \neq 1,0 \). For this case, \( I_\ell(X) = \mathbf{v} \) iff \( \max\{X_j \mid j \in B_0(\mathbf{v})\} < \ell \leq \min\{X_j \mid j \in B_1(\mathbf{v})\} \). Since \( \text{TBF}_f(X) \) is equal to the number of \( \ell \)'s for which \( I_\ell(X) = \mathbf{v} \), (6) is obtained.

For \( f(\mathbf{x}) \) in Example 2, we get \( \mathbf{v} = (1,0) \), \( B_0(\mathbf{v}) = \{2\} \), and \( B_1(\mathbf{v}) = \{1\} \); \( \text{TBF}_f(X) \) is obtained through (6).

**Proposition 2 (Representation Based on True Vectors):** Suppose that a given Boolean function \( f(\cdot) \) has \( K \) true vectors, \( V(f) = \{v_1, v_2, \ldots, v_K\} \). Let \( \text{TBF}_f(X) \) be the TBF output obtained by (6) when the Boolean function \( f(\cdot) \) has a single true vector \( v_i \). Then, the multilevel representation of \( f(\mathbf{x}) \) is

\[
\text{TBF}_f(X) = \sum_{i=1}^{K} \text{TBF}_{f_i}(X).
\]

**Proof:** (From 5), \( \text{TBF}_{f_i}(X) \) can be written as

\[
\text{TBF}_{f_i}(X) = \sum_{\ell \in S[1,M]} \text{[number of } \ell \text{'s for which } I(\ell)(X) = v_i]\] but [number of \( \ell \)'s for which \( I_\ell(X) = v_i \) = \text{TBF}_{f_i}(X)]. This completes the proof.

**Example 3:** Suppose \( f(\mathbf{x}) = x_1\bar{x}_2 + x_1x_3 \) when \( N = 3 \). Then, we have \( V(f) = \{(1,0,0),(1,0,1),(1,1,0),(1,1,1)\} \). Let \( v_1 = (1,0,0), v_2 = (1,0,1) \) and \( v_3 = (1,1,1) \). Then, from (6), we get \( \text{TBF}_{f_1}(X) = \max\{0,X_1 - \max\{X_2,X_3\}\}, \text{TBF}_{f_2}(X) = \max\{0,\min\{X_1,X_3\} - X_2\}, \text{TBF}_{f_3}(X) = \min\{X_1,X_3\}, \text{TBF}_f(X) = \sum_{i=1}^{3} \text{TBF}_{f_i}(X) \).

Since a TBF is expressed as a function of local minimum and local maximum operations, it can be specified by using an ordering output table [13] that lists all possible input orderings and the corresponding outputs. The ordering output table specifying the TBF in Example 3 is shown in Table I. Note that the table indeed specifies the TBF: the output of the TBF can always be obtained from the table without reference to the multilevel representation of the TBF. When two or more orderings can be thought of as the ordering of a given input vector (this happens when some input values are equal), any one of the orderings can be chosen, and the output associated with the selected ordering becomes the output of the filter. For example, if \( X_1 = X_2 < X_3 \), then either \( X_2 \leq X_3 \leq X_1 \) or \( X_3 \leq X_2 \leq X_1 \) can be the input ordering. The outputs associated with the former and the latter, respectively, are \( X_1 \) and \( X_1 - X_2 + X_3 \), which are equivalent in this case because \( X_2 = X_3 \). The ordering output table provides some insights into the behavior of the TBF. In Table I, the TBF selects one of the inputs as its output for all input orderings except for the ordering "\( X_3 \leq X_2 \leq X_1 \)." The output for the ordering "\( X_3 \leq X_2 \leq X_1 \)" is \( X_1 - X_2 + X_3 \). Note that only \( X_2 \), which is the only complemented literal in \( f(\mathbf{x}) \), has a minus (−) sign. In Section III, we shall see that only complemented literals can have a minus (−) sign in output representations of the ordering output table.

The multilevel representation in (7) is somewhat inconvenient to use because the number of true vectors \( K \) is usually large. Next, we shall show that simpler multilevel representations of a TBF can be obtained from Boolean expressions without explicitly considering the true vectors of a Boolean function.
TABLE 1  

ORDERING-OUTPUT TABLE FOR \( f(x) = x_1 x_2 + x_1 x_3 \)  

<table>
<thead>
<tr>
<th>orderings</th>
<th>outputs</th>
</tr>
</thead>
<tbody>
<tr>
<td>( X_1 \leq X_2 \leq X_3 )</td>
<td>( X_1 )</td>
</tr>
<tr>
<td>( X_1 \leq X_2 \leq X_3 )</td>
<td>( X_1 )</td>
</tr>
<tr>
<td>( X_2 \leq X_1 \leq X_3 )</td>
<td>( X_1 )</td>
</tr>
<tr>
<td>( X_2 \leq X_3 \leq X_1 )</td>
<td>( X_1 )</td>
</tr>
<tr>
<td>( X_3 \leq X_1 \leq X_2 )</td>
<td>( X_1 - X_2 + X_3 )</td>
</tr>
</tbody>
</table>

III. ALTERNATIVE Multilevel REPRESENTATIONS OF THE TBF

In this section, multilevel TBF representations are derived from SOP Boolean expressions. In addition, another multilevel TBF expressed in terms of ordered input data is obtained.

A. Multilevel TBF from Sum of Products Representation

Consider a Boolean function \( f(\cdot) \), which is given by the sum of \( P \) products \( f(x) = \pi_1(x) + \pi_2(x) + \ldots + \pi_P(x) \). Suppose each product \( \pi_j(x) \) consists of \( q_j \) uncomplemented and \( r_j \) complemented literals. Then, it can be expressed as

\[
\pi_j(x) = x_{p(j,1)} x_{p(j,2)} \cdots x_{p(j,q_j)} \overline{x}_{n(j,1)} \overline{x}_{n(j,2)} \cdots \overline{x}_{n(j,r_j)},
\]

where \( p(\cdot, \cdot) \) and \( n(\cdot, \cdot) \) denote indices of uncomplemented and complemented literals, respectively, and \( 1 \leq q_j + r_j \leq N \).

The Boolean function \( f(x) \) produces 1 whenever at least one of the \( P \) products produces 1 for the binary input vector \( x \), and the product \( \pi_j(x) \) produces 1 if \( x \) satisfies

\[
x_{p(j,1)} = x_{p(j,2)} = \cdots = x_{p(j,q_j)} = 1 \quad (8.a)
\]

\[
x_{n(j,1)} = x_{n(j,2)} = \cdots = x_{n(j,r_j)} = 0. \quad (8.b)
\]

In other words, each true vector of \( \pi_j(x) \) should satisfy both (8.a) and (8.b). Let \( m_j(X) \) denote the minimum among the input samples corresponding to uncomplemented literals of \( \pi_j(x) \), and let \( M_j(X) \) denote the maximum among input samples corresponding to complemented literals of \( \pi_j(x) \), that is, \( m_j(X) = \min \{ x_{p(j,1)}, \ldots, x_{p(j,q)} \} \) and \( M_j(X) = \max \{ x_{n(j,1)}, \ldots, x_{n(j,r)} \} \). We set \( m_j(X) = M \) if \( q_j = 0 \) and \( M_j(X) = 0 \) if \( r_j = 0 \). Now, we derive multilevel representations from SOP Boolean expressions.

Proposition 3 (Representation for a Single Product Term):

Suppose that a Boolean function has only one product term \( f(x) = \pi_1(x) \). Then

\[
\text{TBF}_{1}(X) = \max \{ 0, m_1(X) - M_1(X) \}. \quad (9)
\]

Proof: In the threshold decomposition, the binary vector \( I(X) = (x_1, \ldots, x_N) \) is generated by thresholding the input vector \( X = (X_1, \ldots, X_N) \) at level \( \ell \), where \( x_k \) will be 1 iff \( \ell \in S[0, X_k] \) and 0 iff \( \ell \in S[X_k + 1, M] \). Therefore, \( I(X) \) satisfies (8.a) iff \( \ell \in \bigcap_{k=1}^{N} S[0, X_{p(k,1)}] \) and satisfies (8.b) iff \( \ell \in \bigcap_{k=1}^{N} S[X_{n(k,1)} + 1, M] \), and thus, \( \pi_1(I(X)) = 1 \) iff \( \ell \in \bigcap_{k=1}^{N} S[0, X_{p(k,1)}] \cap \bigcap_{k=1}^{N} S[X_{n(k,1)} + 1, M] \). Note that \( \bigcap_{k=1}^{N} S[0, X_{p(k,1)}] = S[0, m_1(X)] \) and \( \bigcap_{k=1}^{N} S[X_{n(k,1)} + 1, M] = S[M_1(X) + 1, M] \). Now, \( \pi_1(I(X)) = 1 \) iff \( \ell \in S[0, m_1(X)] \cap S[M_1(X) + 1, M] = S[M_1(X) + 1, m_1(X)] \) and (9) follows from (5).

Note that (9) becomes (6) when \( \pi_1(x) \) in Proposition 3 has only one true vector (this happens whenever the number of literals of \( \pi_1(x) \), \( q_1 + r_1 \), is \( N \)). In general, \( \pi_1(x) \) has \( 2^{N-(q_1+r_1)} \) true vectors, and the TBF associated with \( f(x) = \pi_1(x) \) can also be expressed by using (7):

\[
\text{TBF}_{\pi_1}(X) = \max \{ 0, m_1(X) - M_1(X) \} \quad (10.a)
\]

\[
= \sum_{i=1}^{K} \text{TBF}_{\pi_i}(X), \quad (10.b)
\]

where \( \text{TBF}_{\pi_i}(X) \) is a multilevel representation of \( \pi_i(x) \), \( K = 2^{N-(q_1+r_1)} \), and \( \text{TBF}_{\pi_1}(X) \) was defined in Proposition 2. In general, (10.a) is simpler than (10.b) because \( K \geq 1 \) and each term in (10.b) is given by (6).

Proposition 4 (Representation Based on SOP): Suppose that a given Boolean function \( f(\cdot) \) has \( P \) products \( f(x) = \pi_1(x) + \ldots + \pi_P(x) \). Then

\[
\text{TBF}_{f(X)} = \bigcup_{i=1}^{P} S[M_i(X) + 1, m_i(X)], \quad (11)
\]

where \( |A| \) is the number of elements in a set \( A \).

Proof: Since \( f(\cdot) \) is the logical sum of \( P \) products, \( f(I(X)) \) produces 1 iff \( \ell \in \bigcup_{i=1}^{P} S[0, m_i(X)] \cap S[M_i(X) + 1, M] \). Equation (11) follows from (5).

For the case of stack filters, since \( f(\cdot) \) is a positive Boolean function, \( \pi_i(0, m_i(X)) = 0 \) for all \( i \), and thus, \( S[M_i(X) + 1, m_i(X)] \) is simplified to \( S[M_i(X) + 1, m_i(X)] = S[1, m_i(X)] \) and \( \bigcup_{i=1}^{P} S[M_i(X) + 1, m_i(X)] = \bigcup_{i=1}^{P} S[1, m_i(X)] = S[1, \beta], \) where \( \beta = \max \{ m_i(X), j = 1, 2, \ldots, P \} = \max \{ m_i(X), j = 1, 2, \ldots, P \} \). Therefore, we have \( \text{TBF}_{f(X)} = \beta \), which is consistent with the well-known fact that the output of a stack filter can be represented as the maximum of local minima.

It should be pointed out that \( \bigcup_{i=1}^{P} S[M_i(X) + 1, m_i(X)] \) \( \neq \bigcup_{i=1}^{P} S[M_i(X) + 1, m_i(X)] \), unless \( S[M_i(X) + 1, m_i(X)] = \bigcup_{i=1}^{P} S[M_i(X) + 1, m_i(X)] \), for all \( i = 1, \ldots, P \). Disjoint from each other. Since \( S[M_i(X) + 1, m_i(X)] = \bigcup_{i=1}^{P} S[M_i(X) + 1, m_i(X)] = \bigcup_{i=1}^{P} S[M_i(X) + 1, m_i(X)] \), then

\[
\text{TBF}_{f(X)} \neq \bigcup_{i=1}^{P} \text{TBF}_{\pi_i}(x) \quad (12)
\]

unless \( S[M_i(X) + 1, m_i(X)] \) are disjoint. The example below illustrates (11) and (12).

Example 4: Consider \( f(x) = x_1 x_2 + x_1 x_3 \). In this case, \( P = 2 \). If we let \( \pi_1(x) = x_1 x_2 \) and \( \pi_2(x) = x_1 x_2 \), then \( q_1 = n_1 = 1, q_2 = n_2 = 2, n_1 = 0, p(1,1) = 1, n(1,1) = 2, p(2,1) = 1, \) and \( p(2,2) = 3 \). Now, we get \( m_1(X) = X_1, m_2(X) = \min \{ X_1, X_3 \} \), \( M_1(X) = X_2 \), and \( M_2(X) = 0 \). Thus, \( S[M_1(X) + 1, m_1(X)] = S[X_2 + 1, X_3] \) and \( S[M_2(X) + 1, m_2(X)] = S[1, \min \{ X_1, X_3 \}] \).

\[
\text{TBF}_{\pi_1}(X) = S[X_2 + 1, X_3] = \max \{ 0, X_1 - X_2 \} \quad \text{and} \quad \text{TBF}_{\pi_2}(X) = S[1, \min \{ X_1, X_3 \}] = \min \{ X_1, X_3 \}.
\]

From (11), \( \text{TBF}_{f(X)} = S[X_2 + 1, X_3] \cup S[1, \min \{ X_1, X_3 \}] \). Since
\[ \tau_1(x) \cdot \tau_2(x) = x_1 \cdot x_2 \cdot x_3 \text{ and } \tau_3(I(x)) = 1 \iff \ell \in [S[x_2 + 1, \min \{X_1, X_3\}], we get } S[x_2 + 1, X_1] \cap S[1, \min \{X_1, X_3\}] = S[x_2 + 1, \min \{X_1, X_3\}]. \text{ Therefore, } TBF_f(x) = S[x_2 + 1, X_1] + S[1, \min \{X_1, X_3\}] - S[x_2 + 1, \min \{X_1, X_3\}] = \max(0, x_1 - x_2) + \min(x_1, x_3) - \max(0, \min(x_1, x_3) - x_2). \text{ Obviously, } TBF_f(X) \neq TBF_{\tau_1}(X) + TBF_{\tau_2}(X). \text{ The TBF representation in this example yields the ordering-output table in Table I, and it is equivalent to that of Example 3.} \]

The TBF expression in (11) is inconvenient to use because evaluating the intersections among \( S[M_i(X) + 1, m_i(X)], i = 1, \ldots, P \) is tedious. In general, the number of possible intersections is \( \sum_{i=1}^P (P_i) = 2^P - (P + 1) \), and the TBF expression in (11) may have \( 2^P - (P + 1) + P = 2^P - 1 \) terms. This indicates that the expression in (11) may be lengthier than that in (7). Next, we obtain a simpler expression by finding a condition under which \( S[M_i(X) + 1, m_i(X)] \)'s are disjoint.

**Lemma 1:** If \( \tau_i(x), i = 1, \ldots, P \) are mutually exclusive, then \( S[M_i(X) + 1, m_i(X)], i = 1, \ldots, P \) are disjoint from each other.

**Proof:** Consider the sets of true vectors \( V(\tau_i) \) \( V(\tau_j) \). Assume \( \tau_i(x) \) and \( \tau_j(x) \) are mutually exclusive so that \( V(\tau_i) \cap V(\tau_j) = \emptyset \). From Proposition 3, we know that \( I(x) \in V(\tau_i) \iff \ell \in [S[M_i(X) + 1, m_i(X)] \) and \( I(x) \in V(\tau_j) \iff \ell \in [S[M_j(X) + 1, m_j(X)]. \) Suppose \( S[M_i(X) + 1, m_i(X)] \cap S[M_j(X) + 1, m_j(X)] \neq \emptyset. \) Then, there exists a level \( \ell \) for which \( I(x) \in V(\tau_i) \) and \( I(x) \in V(\tau_j) \). Thus, \( V(\tau_i) \cap V(\tau_j) \neq \emptyset \), which is a contradiction. This completes the proof. \( \square \)

**Proposition 5 (Representation Based on SOMEPE):** Consider \( f(x) = \tau_1(x) \cdot \cdots \cdot \tau_P(x). \) If \( \tau_i(x) \) are mutually exclusive, then

\[
TBF_f(X) = \sum_{i=1}^P TBF_{\tau_i}(X) = \sum_{i=1}^P \max(0, m_i(X) - M_i(x)).
\]

This proposition is a direct consequence of Lemma 1. A SOP Boolean expression consisting of mutually exclusive product terms is called the sum of mutually exclusive products (SOMEPE). An arbitrary Boolean function can be easily converted into a SOMEPE form; an algorithm for the conversion is presented in Appendix. The expression in (13) clearly shows that only complemented literals can have \(-\) sign in the output representation of a TBF. The number of mutually exclusive products of any Boolean function, which is \( P \) in (13), is always less than or equal to the number of its true vectors \( K \). Therefore, (13) is preferable to (7). In addition, it is usually simpler than (11).

**Example 5:** Consider again \( f(x) = x_1 \cdot x_2 + x_1 \cdot x_3. \) By applying the algorithm in Appendix, we obtain a SOMEPE expression \( f(x) = x_1 \cdot x_2 + x_1 \cdot x_3. \) From (13), \( TBF_f(X) = \max(0, x_1 - x_2) + \min(x_1, x_3). \) Comparing this result with those of Examples 3 and 4 indicates that (13) can provide a simpler expression than can (7) and (11). \( \square \)

An alternative to (13) can be obtained from the product-of-sums (POS) Boolean expressions. The TBF representation based on POS expression is similar to that in (13) and will not be considered further.

### B. Representing TBF's in Terms of Ordered Input Data

Consider \( S[1, M], \) which is the range of summation in (3), or equivalently the range of level \( \ell \)’s in (5). We decompose \( S[1, M] \) into a union of subintervals:

\[
S[1, M] = \bigcup_{i=0}^N S[X(i+1) + 1, X(i)] \quad \text{for any input } X.
\]

Note that \( S[X(i+1) + 1, X(i)], i = 0, 1, \ldots, N \) are disjoint since \( X(i) \geq X(i+1) \) and \( S[X(i+1) + 1, X(i)] = \emptyset \) when \( X(i) = X(i+1). \) Thus, (3) can be written as

\[
TBF_f(X) = \sum_{\ell \in S[1, M]} f(I(\ell(X)))
\]

where in the case of \( X(i) = X(i+1), \sum_{\ell \in S[X(i+1) + 1, X(i)]} f(I(\ell(X))) = 0 \) since \( S[X(i+1) + 1, X(i)] = \emptyset. \) In the following, we introduce two lemmas that lead us to another TBF representation.

**Lemma 2:** If \( X(i) > X(i+1), i = 0, 1, \ldots, N \) for an input \( X, \) then

\[
I(\ell(X)) = I(X(i))
\]

for all \( \ell \in S[X(i+1) + 1, X(i)]. \)

**Proof:** For all \( \ell \in S[X(i+1) + 1, X(i)], I(\ell(X)) = 1 \) if \( X_j \geq X(i) \) and 0 if \( X_j \leq X(i+1); \) thus, (15) follows. \( \square \)

**Lemma 3:** For any input \( X \)

\[
\sum_{\ell \in S[X(i+1) + 1, X(i)]} f(I(\ell(X))) = f(I(X(i))(X(i) - X(i+1))) C_i
\]

where \( C_i = X(i) - X(i+1), i = 0, 1, \ldots, N. \)

**Proof:** Assume that \( X(i) > X(i+1). \) Then, from Lemma 2, \( \sum_{\ell \in S[X(i+1) + 1, X(i)]} f(I(\ell(X))) = \sum_{\ell \in S[X(i+1) + 1, X(i)]} f(I(X(i))(X(i) - X(i+1))) = f(I(X(i))(X(i) - X(i+1))). \) If \( X(i) = X(i+1), \) then \( C_i = X(i) - X(i+1) = 0, \) and both sides of (16) are zero. Thus, (16) holds. \( \square \)

Now, we express the TBF in terms of \( C_i \)’s.

**Proposition 6 (Representation Based on Ordered Input):** The output of a TBF with a Boolean function \( f(x) \) can be expressed as

\[
TBF_f(X) = \sum_{i=0}^N f(I(X(i))) C_i
\]

This result is obtained by using (16) in (14). Note that \( I(X(i)) \) in (17) is dependent on the input ordering. Thus, (17) shows that a TBF can be expressed as an adaptive linear combination of ordered input data.
Example 6: For \( f(X) = x_1x_2 + x_1x_3 \), TBF \( f(X) = \sum_{i=0}^{3} f(I_{X(i)}(X))C_i \) from (17). This expression cannot be simplified further unless input orderings are given. Consider an input ordering \( 0 < X_2 < X_1 = X_3 < M \). Then, 
\[
\begin{align*}
 f(I_{X(0)}(X)) &= f(0,0,0) = 0, \\
 f(I_{X(1)}(X)) &= f(x_1x_2) = f(1,0,1) = 1, \\
 f(I_{X(2)}(X)) &= f(1,1,0) = 1.
\end{align*}
\]
Thus, TBF \( f(X) = C_1 + C_2 + C_3 = (X_3 - X_1) + (X_1 - X_2) + X_2 = X_3 \) where we set \( X_{(1)} = X_3 \) and \( X_{(2)} = X_2 \).

Note that the same result is obtained when we set \( X_{(1)} = X_1 \) and \( X_{(2)} = X_3 \). It can be seen that the expression derived in this example also produces the ordering-output table in Table 1.

For the case of positive Boolean functions (stack filters), (17) can be simplified further as shown below.

Proposition 7 (Stack Filters): The output of a TBF with a positive Boolean function \( f(x) \) can be expressed as

\[
\text{TBF}_f(X) = X_{(m)}
\]
(18)

where \( m = \min \{i \mid f(I_{X(i)}(X)) = 1, i = 0, 1, \ldots, N\} \). 

Proof: If \( f(I_{X(i)}(X)) = 1 \) for some \( i = 0 \leq i \leq N, \) then \( f(I_{X(i)}(X)) = 1 \) for all \( k = i, i+1, \ldots, N \) due to the stacking property of a positive Boolean function [2]. Thus, 
\[
\begin{align*}
\text{TBF}_f(X) &= C_m + C_{m+1} + \cdots + C_N = (X_{(m)} - X_{(m-1)}) + (X_{(m-1)} - X_{(m-2)}) + \cdots + (X_{(0)} - 0) = X_{(m)}. \\
\end{align*}
\]
Note that \( f(I_{X(m+1)}(X)) = 1 \) and \( f(I_{X(m+1)}(X)) = 0 \) in (18). Due to the stacking property, \( f(I_{X(l)}(X)) = 0 \) for all \( l \geq X_{(m)} + 1 \). Therefore, TBF \( f(X) = X_{(m)} = \max \{\ell \mid f(I_{X(\ell)}(X)) = 1\} \), which is a result derived in [2].

Example 7: Suppose \( f(x) = x_1x_2 + x_2 \) and \( t \) and the input ordering is \( 0 < X_3 < X_1 < X_2 < M \). Since \( f(I_{X(0)}(X)) = f(0,0,0) = 0 \) and \( f(I_{X(1)}(X)) = f(x_1x_2) = f(1,0,1) = 1 \), we get \( m = 1 \) and TBF \( f(X) = X_{(1)} = X_2 \).

In (17) and (18), evaluating the Boolean expression \( f(I_{X(i)}(X)) \) is often burdensome because \( f(x) \) is usually very long and cumbersome. For the case of LS TBF's, the evaluation of \( f(\cdot) \) is not required, as shown below.

Proposition 8 (Linearly Separable TBF): Consider an LS Boolean function \( f(x) \), which is defined as (4). The LS TBF corresponding to the \( f(x) \) can be expressed as

\[
\text{TBF}_f(X) = \sum_{i=0}^{N} I_{R_i}(R_i)C_i,
\]
(19)

where \( R_0 = 0, R_i = \sum_{j=0}^{i} w_{ij} \) for \( i = 1, \ldots, N, \) \( w_{ij} \) is the weight associated with \( X_{(j)} \) and \( I_{R_i}(R_i) = 1 \) if \( R_i \geq T \) and 0 otherwise.

Proof: From (15), we get \( (y_l, y_N) = I_{0}(X) = I_{X_{(i)}}(X) \) for all \( l \in S[X_{(i+1)}] + \{X_{(i)} \neq 0, i = 0, 1, \ldots, N, \) \( w_{ij} = 1 \) if \( k \neq i \) and 0 otherwise. Thus, \( f(I_{X_{(i)}(X)}) = I_{R_i}(X_{(i)})(\sum_{l=0}^{N} w_{il}y_l) = I_{R_i}(X_{(i)})(w_1 + w_2 + \cdots + w_{ij}) = I_{R_i}(R_i) \), where \( f(x) \) does not matter in (17) since \( C_i = 0 \). This completes the proof.

Example 8: Suppose \( f(\cdot) \) is an LS Boolean function with \( T = 0 \) and \( (w_0, w_1, w_2) = (-1, -1, 1) \). Note that (19) is not simplified further unless the input ordering is specified. Consider an input ordering \( X_1 \leq X_2 \leq X_3 \). Then, we get \( w_{(1)} = w_2 = -1, w_{(2)} = w_2 = 1, \) and \( w_{(3)} = -1 \). From (19), TBF \( f(X) = I_{0}(0)C_0 + I_{0}(1)C_1 + I_{0}(1 + 1)C_2 + I_{0}(-1 + 1)C_3 = C_0 + C_2 + (M - X_{(1)})(X_{(2)} - X_{(3)}) \).

The implementation of an LS TBF using (19) should be simpler than that of a TBF using (17). The computational complexity associated with these filtering will be discussed in Section V. For WOS filters having nonnegative \( w_i \) and \( T \), we can see that if \( R_i \geq T \) for any \( i = 0, 1, \ldots, N - 1 \), then \( R_j \geq T \) for all \( j = i + 1, \ldots, N \). Therefore, (19) can be reduced to

\[
\text{TBF}_f(X) = \sum_{i=0}^{N} C_i = X_{(k)}
\]
(20)

where \( k = \min \{i \mid R_i \geq T, i = 0, 1, \ldots, N\} \). The expression in (20) is a definition of the WOS filter [5].

In general, \( f(I_{X_{(i)}(X)}) \) in (17) produces 0 or 1, depending on the input \( X \). For some special cases, however, it is independent of \( X \), and the output of a TBF may be represented as

\[
\text{TBF}_f(X) = \sum_{i=0}^{N} b_i C_i,
\]
(21)

where \( b_i \) are binary constants. A TBF that can be expressed as in (21) will be called a fixed TBF. Next, we present a sufficient condition for \( f(x) \) being a Boolean function of a fixed TBF.

Proposition 9 (Fixed TBF): If a Boolean function \( f(\cdot) \) satisfies \( f(x) = f(y) \) whenever binary input vectors \( x \) and \( y \) have the same number of 1's, i.e., \( w_H(x) = w_H(y) \), then the TBF corresponding to \( f(\cdot) \) becomes a fixed TBF in (21), and each coefficient \( b_i, i = 1, \ldots, N \) is given by the output of the Boolean function \( f(x) \) with \( x \) having \( i \)'s, i.e., \( w_H(X) = i \).

Proof: If \( C_i \neq 0 \), i.e., \( X_{(i)} > X_{(i+1)} \), then \( w_H(I_{X_{(i)}(X)}) = i \), and (21) follows from (17). When \( C_i = 0 \), (21) holds regardless of \( b_i \). This completes the proof.

Example 9: Consider \( f(x) = x_1x_2x_3 + x_1x_2x_3 + x_2x_3x_3 \). For this case, \( f(x) = b_i \) with \( b_1 = b_2 = 1 \) and \( b_0 = b_2 = 0 \). From (21), we get TBF \( f(X) = \sum_{i=0}^{N} b_i C_i = C_1 + C_3 = X_{(1)} - X_{(2)} + X_{(3)} \).

The class of fixed TBF's encompasses the rank-order filters: a rank-order filter selecting \( X_{(k)} \), where \( k \) is a fixed integer between 1 and \( N \), is a fixed TBF with \( b_k \) equal to 0 if \( i < k-1 \) and 1 otherwise. On the other hand, a fixed TBF with \( b_0 = 0 \) is a particular case of the LOS filter that is defined as \( \text{LOS}(X) = \sum_{i=0}^{N} a_i X_i(X) \) where \( a_i \) are real numbers. An LOS filter becomes a fixed TBF if it produces either 0 or 1 for any binary input vector. Alternatively, we can say that an LOS filter becomes a fixed TBF if it can be expressed as in (21). Note that the coefficients \( a_i \) of an LOS filter should be either 0 or 1 or -1 when the filter is a fixed TBF.

Both the expressions in (13) and (17) are useful for investigating the behavior of TBF's. In the following section, some properties of the TBF are derived by using these expressions.
TABLE II
ORDERING-OUTPUT TABLE FOR $f(x) = x_1 \bar{x}_2 + \bar{x}_1 \bar{x}_3$

<table>
<thead>
<tr>
<th>orderings</th>
<th>output $\max(0, X_1 - X_2) + \max(0, X_1, X_2) + (M - \max(X_1, X_2))$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$X_1 \leq X_2 \leq X_3$</td>
<td>$0 + (M - X_3) = M - X_3$</td>
</tr>
<tr>
<td>$X_1 \leq X_2 \leq X_3$</td>
<td>$0 + (M - X_3) = M - X_3$</td>
</tr>
<tr>
<td>$X_2 \leq X_1 \leq X_3$</td>
<td>$X_1 - X_2 + (M - X_3) = M - X_2 + X_1 - X_2$</td>
</tr>
<tr>
<td>$X_2 \leq X_1 \leq X_3$</td>
<td>$X_1 - X_2 + (M - X_1) = M - X_2$</td>
</tr>
<tr>
<td>$X_3 \leq X_1 \leq X_2$</td>
<td>$0 + (M - X_1) = M - X_1$</td>
</tr>
<tr>
<td>$X_3 \leq X_2 \leq X_1$</td>
<td>$X_1 - X_2 + (M - X_1) = M - X_2$</td>
</tr>
</tbody>
</table>

IV. PROPERTIES OF THE TBF

The TBF does not obey the superposition principle, and it is nonlinear; moreover, some TBF's are neither scale-invariant nor translation-invariant. In what follows, the translation and scaling of $X$ will be denoted by $X + c = (X_1 + c, \ldots, X_N + c)$ and $aX = (aX_1, \ldots, aX_N)$, respectively, where $c$ and $a$ are constants. Note that if $aX + c \in D^N$, then $TBF_f(aX + c) \in D = \{0, 1, \ldots, M\}$ since $f(I(x))$ in (3) produces either 0 or 1. The following lemma is useful for investigating scale- and translation-invariant properties of TBF's.

Lemma 4: The TBF representation in (17) can be rewritten as

$$\sum_{i=0}^{N} f(I_{X_i}(X))C_i = f(0)C_0 + \sum_{i=1}^{N-1} f(I_{X_i}(X))C_i + f(1)C_N.$$  \hspace{1cm} (22)

Proof: It suffices to show that $f(I_{X_i}(X))C_i = f(0)C_0$ and $f(I_{X_i}(X))C_i = f(1)C_N$, which are obvious if $C_0 = 0$ and $C_N = 0$, respectively. If $C_0 > 0$, i.e., $X(0) = M > X(1)$, then $I_{X_i}(X) = 0$. We have $I_{X_i}(X) = 1$ for any cases. This completes the proof. \hfill \Box

In the properties stated below, we shall see that some TBF's are neither translation invariant nor scale invariant.

Property 1 (Translation-Invariance): Suppose that $X + c \in D^N$. Then

$$TBF_f(X + c) = TBF_f(X) + c(f(1) - f(0)).$$  \hspace{1cm} (23)

Proof: Let $X' = X + c$ and $C'_i = X_{i+1} - X_{i+1}$. Then, $C'_0 = 0$ and $C'_N = C_N$. Let $C'_i = X_{i+1} + c$ and $C''_i = X_{i+1} + c - (X_{i+1} + c) = C_i$ for $i = 1, 2, \ldots, N - 1$. Since $I'_{X_i}(X') = I_{X_i}(X)$, (22) yields $TBF_f(X + c) = TBF_f(X') = f(0)C_0 + \sum_{i=1}^{N-1} f(I_{X_i}(X'))C'_i + f(1)C_N = f(0)(M - X_1) + \sum_{i=1}^{N-1} f(I_{X_i}(X'))C'_i + f(1)(X_N + c) = f(0)(M - X_1) + \sum_{i=1}^{N-1} f(I_{X_i}(X'))C_i + f(1)(X_N + c) = f(1) - f(0) = TBF_f(X) + c(f(1) - f(0)).$ \hfill \Box

Property 1 indicates that a TBF is translation invariant iff $f(1) = 1$ and $f(0) = 0$. If $f(1) = f(0)$, then $TBF_f(X + c) = TBF_f(X)$, and thus, d.c. components of the input are completely removed, and the TBF is not translation invariant. TBF's with the dc-removal property may be useful for applications such as edge detection and DPCM. In fact, the edge detectors in [15] and [16] are TBF's with the dc-removal property. The examples below present some other TBF's that are not translation invariant.

Example 10: Consider the range estimator in Example 1. Obviously, this estimator removes d.c. components. This can also be seen by considering its Boolean function $f(x) = x_1 \bar{x}_2 + \bar{x}_1 \bar{x}_3 + x_2 \bar{x}_3$. Since $f(1) = f(0) = 0$, the estimator has the dc-removal property and is not translation invariant. \hfill \Box

Example 11: Consider $f(x) = x_1 \bar{x}_2 + \bar{x}_1 \bar{x}_3$. Since $f(1) = 0$ and $f(0) = 1$, the TBF corresponding to $f(x)$ satisfies $TBF_f(X + c) = TBF_f(X) - c$. In fact, since $x_1 \bar{x}_2$ and $\bar{x}_1 \bar{x}_3$ are exclusive, (13) gives $TBF_f(X) = \max(0, X_1 - X_2) + \max(0, X_1, X_3) - (X_1 + c)$, and $TBF_f(X + c) = \max(0, X_1 + c - (X_1 + c) + \max(0, X_1, X_3)) = \max(0, X_1, X_3) - c$. Therefore, $TBF_f(X + c) = TBF_f(X) - c$. The reason why this equality holds becomes obvious if we consider the ordering output table in Table II. Each output in the table is either $M - X_j$ or $M - X_2 + X_1 - X_2$, and thus, the equality should hold. \hfill \Box

If $f(\cdot)$ is an LS Boolean function defined by (4), $f(1) = 1$ iff $\sum_{i=1}^{N} w_i \geq T$, and $f(0) = 0$ iff T > 0. Therefore, an LS TBF is translation invariant iff $\sum_{i=1}^{N} w_i \geq T > 0$.

Property 2 (Scale-Invariance): Suppose $aX \in D^N$. Then

$$TBF_f(aX) = aTBF_f(X) + M(1 - a)f(0).$$  \hspace{1cm} (24)

Proof: Let $X' = aX$ and $C'_i = X_{i+1} - X_{i+1}$. Then, $C'_0 = 0 = M - aX_1$, $C'_N = aX_N$, and $C'_i = aX_i$ for $i = 1, 2, \ldots, N - 1$. Since $I'_{X_i}(X') = I_{X_i}(X)$, (22) yields $TBF_f(aX) = TBF_f(X') = f(0)C_0 + \sum_{i=1}^{N-1} f(I_{X_i}(X'))C'_i + f(1)C_N = f(0)(M - X_1) + \sum_{i=1}^{N-1} f(I_{X_i}(X'))C'_i + f(1)(X_N + c) = f(0)(M - X_1) + \sum_{i=1}^{N-1} f(I_{X_i}(X'))C_i + f(1)(X_N + c) = f(1) - f(0) = TBF_f(X) + c(f(1) - f(0)).$ \hfill \Box

This property indicates that a TBF is scale invariant only when $f(0) = 0$. Thus, an LS TBF is scale invariant if $T > 0$. Note that if $f(0) = 1$, the corresponding TBF is neither translation invariant nor scale invariant (for example, see the TBF in Example 11). Combining Properties 1 and 2, we draw the following conclusion.

Corollary 1: Let $aX + c \in D^N$. Then

$$TBF_f(aX + c) = aTBF_f(X) + c$$  \hspace{1cm} (25)

if $f(1) = 1$ and $f(0) = 0$.

Since any positive Boolean function $f(x)$ satisfies $f(1) = 1$ and $f(0) = 0$, all stack filters are translation and scale invariant. Next, we derive some properties that are often useful for obtaining the multilevel TBF representations in (7) and (13).
When a multilevel representation of a Boolean function \( f(x) \) is given, the multilevel representation corresponding to the dual of \( f(x) \) can be obtained easily.

**Property 3 (Duality):** Let \( f^d(x) \) denote the dual function of a Boolean function \( f(x) \), \( f^d(x) = \overline{f(x)} \). Then

\[
TBF_f(M) = M - TBF_f(M - X).
\]

**Proof:** Suppose \( C_j > 0 \), \( j = 0, 1, \ldots, N \) for an input \( X \). Then, we have \( X(0), X(1), X(2), \ldots, X(N+1) \). Let \( f^d(x) = \overline{f(x)} \) and \( X' = M - X = (M - X_1, \ldots, M - X_N) \). Then, we also have \( X''_1, X''_2, \ldots, X''_{N+1} \) such that \( X''_j = X_{(j+1) \mod (N+1)} \). Thus, we obtain

\[
I_{X(0)}(X') = I_{M - X(0)}(M - X) = I_{X''_1}(X').
\]

and from (17), \( TBF_f(M) = \sum_{i=0}^N C_i I_{X(0)}(X') \), \( C_i = \sum_{i=0}^N (\overline{f(X''_i)}) C_i = \sum_{i=0}^N (1 - f(X''_i)) C_i \), which also holds for \( C_i = 0 \). Since \( C_{N+1} = X_{(N+1) \mod (N+1)} = 0 \), for all \( i \), \( \overline{f(X''_i)} = C_i = TBF_f(X') = TBF_f(M - X) \). If \( f(x) \) is self-dual, \( f(x) = \overline{f(x)} \), and then, (26) yields \( TBF_f(M - X) = M - TBF_f(X) \). Thus, we can say that a TBF corresponding to a self-dual Boolean function commutes with a signal inversion. Since Boolean functions corresponding to weighted median (WM) filters are self dual [18], all WM filters commute with a signal inversion.

**Example 12:** Consider a self-dual Boolean function \( f(x) = x_1 x_2 + x_1 x_2 x_3 + x_1 x_2 x_3 \). Since the three products of \( f(x) \) are mutually exclusive, (13) yields \( TBF_f(M - X) = \min(X_1, X_2) + \min(0, X_1 - \max(X_2, X_3)) + \min(0, X_2 - \max(X_1, X_3)) \).

Thus, \( TBF_f(M - X) = \min\{M - X_1, M - X_2\} + \min(0, M - X_2) + \min(0, M - X_1) \). The ordering output-table in Table III shows \( TBF_f(M - X) = M - TBF_f(X) \). A filter that is expressed as an absolute difference between two stack filters is a TBF because it yields either 0 or 1 for binary inputs and obeys the threshold decomposition. The Boolean function of such a filter is derived in the following property.

**Property 4 (Absolute Difference Between Two Stack Filters):** Consider \( TBF_f(X) = [TBF_f(x) - TBF_f(x)] \), where \( f(x) \) and \( g(x) \) are positive Boolean functions (TBF_f(X) and TBF_g(X) are stack filters). Then, the Boolean function \( h(x) \) of \( TBF_f(X) \) is given by \( h(x) = f(x)g(x) + f(x)g(x) \).

**Proof:** Let \( h_1(x) = f(x)g(x) \), \( F = TBF_f(X) \), and \( G = TBF_g(X) \). Then, \( F = \max\{f(x) \mid g(x) \} \) and \( G = \max\{f(x) \mid g(x) \} \). Since \( h_1(x) = f(x)g(x) = \max\{f(x) \mid g(x) \} \) is 1 only when \( G = \max\{f(x) \mid g(x) \} \), we get \( h(x) = f(x)g(x) \). Then, we get similarly \( TBF_f(X) = \max\{f(x) \mid g(x) \} \). Since \( f(x)g(x) \) and \( f(x)g(x) \) are mutually exclusive, \( TBF_f(X) = TBF_f(X) + TBF_g(X) = \max\{0, F - G\} + \max\{0, G - F\} \).

**Example 13:** Consider \( TBF_f(X) = \mid \text{median} \{X_1, X_2, X_3\} \mid \text{median} \{X_4, X_5, X_6\} \), which is the **difference-of-median** operator [16]. Since the positive Boolean functions for median \( X_1, X_2, X_3 \) and median \( X_4, X_5, X_6 \) are \( f(x) = x_1 x_2 + x_1 x_3 + x_2 x_3 \) and \( g(x) = x_4 x_5 + x_4 x_6 + x_5 x_6 \), respectively, we get \( h(x) = f(x)g(x) + f(x)g(x) \).
Lemma 5: If $C(f) \neq \emptyset$, then $\min \{\omega_H(x) \mid x \in C(f)\} > \min \{\omega_H(x) \mid x \in V(f)\}$, where $\omega_H(x)$ is the number of 1’s in $x$.

Proof: Consider $W_i(f)$, which is the set of all binary vectors $y \geq x_i \in V(f)$, where $\omega_H(y) > \omega_H(x_i)$ if $y \neq x_i$. Since $C(f) = \{y \mid y \in \bigcup_{i=1}^{K} W_i(f) \text{ and } y \notin V(f)\}$, we get the desired result.

Now, we are ready to show that an arbitrary TBF can be decomposed into a linear combination of stack filters.

Property 5 (TBF as a Sum of Stack Filters): Any TBF $TBF_f(X)$ can be expressed as a linear combination of stack filters:

$$TBF_f(X) = \sum_{i=1}^{Q} (-1)^{i-1} TBF_{f_i}(X),$$

(27)

where $1 \leq Q \leq N + 1$, and each $f_i(x)$ is a positive Boolean function with true vectors $V(f_i) = V(f_{i-1}) \cup C(f_{i-1}), i = 1, \ldots, Q$, where $f_0(x) = f(x)$ and $f_1(x)$ is a Boolean function with $V(f_1) = C(f_{i-1})$.

Proof: Suppose that $f(x)$ is not positive. We determine the Boolean functions $f_1(x)$ and $f_2(x)$ so that $V(f_1) = V(f) \cup C(f)$ and $V(f_2) = C(f)$, respectively. The Boolean function $f_2(x)$ becomes positive because $V(f) \cup C(f)$ has the stacking property. Since $V(f) \cap C(f) = \emptyset$, we get, from (13), $TBF_{f_2}(X) = TBF_f(X) + TBF_{f_1}(X)$, and thus $TBF_f(X) = TBF_{f_2}(X) - TBF_{f_1}(X)$.

(28)

If $f_1(x)$ is positive, then we stop here, and $Q = 2$. If not, by repeating the procedure for obtaining (28), we decompose $TBF_f(X)$ into $TBF_{f_2}(X)$ and $TBF_{f_1}(X)$, where $TBF_{f_2}(X)$ is a stack filter. Continuing in this manner, we eventually get a positive Boolean function $f_{Q-1}(x)$, $n \leq N$. This is true because $\min \{\omega_H(x) \mid x \in C(f_i)\} > \min \{\omega_H(x) \mid x \in V(f_i)\}$ (Lemma 6), and the maximum number of 1’s in $x$ is $N$. The worst case, $n = N$ ($Q = N + 1$), occurs when $0 \in V(f)$ and $\min \{\omega_H(x) \mid x \in C(f_N)\} = N$, i.e., $f_N(x) = x_1 \cdots x_N$. By setting $f_{Q-1}(x) = f_1(x)$, we get $TBF_f(X) = TBF_{f_2}(X) - TBF_{f_1}(X) - \cdots - (-1)^{Q-1} TBF_{f_{Q-1}}(X)$.

Example 14: For $f(x) = x_1x_2 + x_2x_3 + x_3x_4$, $V(f) = \{(0,0,1),(1,0,0),(1,1,0),(1,1,1)\}$, and $C(f) = \{(0,1,1),(1,1,0)\}$. From $V(f_1) = V(f) \cup C(f)$ and $V(f_2) = C(f)$, we obtain $f_1(x) = x_1 + x_3$ and $f_2(x) = x_1x_2x_3 + x_1x_2x_4$, respectively. Since $f_1(x)$ is not positive, we consider $C(f_2) = \{(1,1,1)\}$. From $V(f_2) = V(f_1) \cup C(f_1)$ and $V(f_3) = C(f_2)$, we get $f_2(x) = x_1x_2 + x_2x_3$ and $f_3(x) = x_1x_2x_3$, respectively, where $f_2(x)$ is positive. Therefore, we set $f_3(x) = f_2(x)$ and $TBF_f(X) = TBF_{f_2}(X) - TBF_{f_1}(X) + TBF_{f_2}(X)$, with $f_1(x) = x_1 + x_3$, $f_2(x) = x_1x_2 + x_2x_3$, and $f_3(x) = x_1x_2x_3$.

Property 5 suggests that a TBF can be realized as a parallel connection of stack filters. When $Q$ is reasonably small and an efficient algorithm for stack filtering is available, the parallel structure may be preferable to direct implementations of a TBF.

V. IMPLEMENTATION OF THE TBF

The TBF representations developed in Sections II and III lead to various implementations of a TBF. Among the representations, the one in (17) generally results in more efficient implementation than the others because the number of additions in (17) is always $N + 1$, whereas $K$ and $P$ in (7) and (13) vary depending on Boolean functions and can be as large as $O(2^K)$. Therefore, in this section, we focus our attention to the implementation of a TBF based on (17), develop an algorithm for realizing a TBF, and compare the computational complexities of TBF’s, LS TBF’s, and stack and WOS filters.

The output of a TBF is obtained from (17) through the following steps:

Step 1. Sort the data within the window and evaluate $C_i, i = 0, 1, \ldots, N$.

Step 2. Obtain $I_{X(i)}(X)$ for each $i$.

Step 3. Evaluate $\sum_{i=0}^{N} f(I_{X(i)}(X))C_i$.

In Step 1, the input data inside a window can be sorted by applying well-known algorithms such as BUBBLESORT, MERGESORT, QUICKSORT [19], [20] and the running sorting algorithms in [21]. Among the sorting algorithms, the running sorting requires less computation and is preferable to the others when a TBF is realized on a general-purpose computer. On the other hand, BUBBLESORT has been used in the practical design of sorting circuits [22]–[24] due to its modular structure. In Step 2, the direct computation of $I_{X(i)}(X)$’s requires $N^2$ multilevel comparisons. The computational load can be reduced significantly if we use the information on time indices of the sorted input data. For each input $X_i, j = 1, \ldots, N$, we define its location vector $r_j = (r_{j1}, \ldots, r_{jN})$, where $r_{jk} = 1$ if $k = j$ and 0 otherwise. In addition, the location vector of $X_{i(j)}$, which is denoted by $r_{i(j)}$, is defined as $r_{i(j)} = r_j$ when $X_{i(j)} = X_j$. For example, when $N = 3, r_1 = (1,0,0), r_2 = (0,1,0), r_3 = (0,0,1)$. If $X_3 < X_2 < X_3$, then $r_{i(1)} = r_3 = (0,0,1), r_{i(2)} = r_1 = (1,0,0)$, and $r_{i(3)} = r_2 = (0,1,0)$. Now, consider a set of binary vectors $\{z_i, i = 0, 1, \ldots, N\}$ defined as $z_0 = z_1 + z_2 + \cdots + z_N$. In the example described above, $z_0 = (0,0,1), z_1 = (1,0,0), z_2 = (1,1,1)$. The vector $z_0$ can be evaluated recursively by using $z_i = z_{i-1} + r_{i(j)}$ with $z_0 = r_{i(1)}$. The relation between $z_i$ and $I_{X(i)}(X)$ is observed below.

Observation 1: If $X_{i(j)} > X_{i(j+1)}$, then $I_{X(i)}(X) = z_{i(j)}$. 

Proof: The kth element of $I_{X(i)}(X)$ is equal to 1 if $X_k \geq X_{i(j)}$. The number of 1’s in $I_{X(i)}(X)$ is greater than or equal to $i$, and it becomes $i$ when $X_{i(j)} > X_{i(j+1)}$. The kth element of $z_i$ is equal to 1 if $X_k \in \{X_{i(1)}, X_{i(2)}, \ldots, X_{i(j)}\}$, and the number of 1’s in $z_i$ is always $i$. Thus, $I_{X(i)}(X) = z_i$, when $X_{i(j)} > X_{i(j+1)}$.

When $X_{i(j)} = X_{i(j+1)}$, $I_{X(i)}(X)$ is different from $z_i$, but $f(I_{X(i)}(X))C_i = f(z_i)C_i$ because $C_i = X_{i(j)} - X_{i(j+1)} = 0$. Consequently, we obtain the following equality that is very
useful for realizing Steps 2 and 3.

\[ \sum_{i=0}^{N} f(I_X(x_i)) C_i = \sum_{i=0}^{N} f(x_i) C_i. \] (29)

Evaluation of \( z_i, i = 1, \ldots, N \) requires \( N^2 \) binary additions (or logical OR operations), which are much simpler than \( N^2 \) multilevel comparisons. The price for this simplicity is the storage space for the \( N \) \( N \)-bit location vectors. In (29), the output is calculated by summing \( C_i \)'s associated with \( f(x_i) = 1 \). The Boolean function is implemented either by a combinatorial logic or by a look-up table. The complexity of a combinatorial logic depends heavily on the Boolean function, whereas a look-up table always requires the storage space of \( 2^N \) bits.

The algorithm flow based on (29) is shown in Fig. 2. Each input sample \( X_i \) is paired with an \( N \)-bit binary location vector \( r_i \) and then sorted. The sorted pairs \( X_{(i)} \)'s and \( r_{(i)} \)'s are used to calculate \( C_i \)'s and \( z_i \)'s, respectively. The output is obtained by evaluating (29). The structures for hardware realization of each of the basic modules in Fig. 2 are depicted in Fig. 3. The sorting block, which is based on BUBBLESORT, and the block calculating \( C_i \)'s are shown in Fig. 3(a), where the CS element denotes compare-and-swap operation, which swaps input sample values and their location vectors if the input value at the bottom is greater than that at the top. In Fig. 3(b), the block for calculating \( z_i \) is depicted, where each OR gate denotes parallel OR operations for \( N \) bits. \( z_0 \) and \( z_N \) can be preset to 0 and 1, respectively, and \( z_i = r_{(i)} \). Fig. 3(c) shows the block evaluating \( \sum_{i=0}^{N} f(x_i) C_i \). Here, \( f(x_i) \)'s are obtained sequentially for pipelining. The realization of \( f(x_i) \) can be simplified if we use a look-up table that lists all possible input vectors and the corresponding outputs. This is because each \( z_i \) has \( i \)'s, and the number of possible inputs for \( f(x_i) \) is \( \binom{N}{i} \). The total size of the look-up tables realizing \( N \) Boolean functions \( f(x_i), i = 1, \ldots, N \) is the same as that realizing one Boolean function \( f(x) \) having \( 2^N \) possible binary input vectors. In essence, by implementing one look-up table with \( 2^N \) binary inputs and the corresponding outputs, the effect of implementing \( N \) Boolean functions can be achieved. It is noted that the structure in Fig. 2 and 3 is highly suitable for pipelining, and it can produce a TBF output at every clock; the rate is limited by the maximum delay among CS processor, adder, and the Boolean function.

When implementing stack filters, the algorithm in Fig. 2 can be simplified. Since the output of a stack filter is obtained by finding the minimum among \( i \)'s for which \( f(x_i) = 1 \) (see (18)), the \( 2N + 2 \) additions for calculating \( C_i \)'s and (29) are unnecessary, and stack filters are somewhat simpler to implement than TBF's. As a useful alternative to the algorithm based on (18), one may consider the bit-serial algorithm [32] for realizing stack filters. This algorithm, however, cannot be used for TBF's because it exploits the positivity of the Boolean function.

In practice, it is difficult to implement TBF's and stack filters with large values of \( N \) because the complexity of \( f(\cdot) \) increases exponentially as a function of the window size \( N \). As noted before, the evaluation of \( f(\cdot) \) is not required in LS TBF's and WOS filters, and for a large \( N \), their implementation becomes considerably simpler than that of TBF's and stack filters.

The structure for realizing the LS TBF in (19) is shown in Fig. 4. The input data paired with the weights \((X_i, u_i)\) are sorted to produce \((X_{(i)}, w_{(i)})\), \( i = 1, \ldots, N \). Then, \( R_i = \sum_{j=0}^{N-i} w_{(j)} \) is evaluated and compared with the threshold \( T \). The output of the LS TBF is obtained by summing the \( C_i \)'s corresponding to \( R_i \)'s that are greater than or equal to \( T \). In WOS filtering, the output is obtained by finding the minimum among \( i \)'s for which \( R_i \geq T \) (see (20)). Thus, the \( 2N + 2 \) additions for calculating \( C_i \)'s and (19) are unnecessary.
VI. DESIGN AND APPLICATION OF THE TBF

One of the advantages gained by extending stack (WOS) filters to the class of TBF's (LS TBF's) is the simplicity in designing the TBF (LS TBF). In this section, we discuss how the design procedures for stack filters in [25] and WOS filters in [27] are simplified to design TBF's and LS TBF's and examine the performance of these filters through computer simulation.

A. Designing a TBF under the MAE Criterion

Coyle and Lin [25] introduced a novel technique for obtaining an optimal stack filter under the mean absolute error (MAE) criterion. They showed that an optimal stack filter or, equivalently, an optimal positive Boolean function can be designed by using linear programming. In [8], it is pointed out that a Boolean function yielding a smaller MAE than an optimal positive Boolean function minimizing the MAE can be found easily without using linear programming. The procedure for finding such a Boolean function, which is, in fact, a design procedure for TBF's, is summarized below.

Suppose that the input process $X(n)$ is a noise corrupted version of some desired signal $S(n)$. To estimate the signal, a filtering operation is carried out over a window process $X(n)$, which is formed by $X(n) = (X_1(n), \ldots, X_N(n)) \equiv (X(n-N_1), \ldots, X(n), \ldots, X(n+N_2))$, where $N = N_1 + N_2 + 1$ is the window size. We want to find the TBF that best estimates the signal. The MAE for a TBF estimate is given by, dropping the time indices for notational simplicity

$$MAE_f = E\left\{ |S - TBF_f(X)| \right\}$$

$$= E\left\{ \sum_{l=1}^{M} |I_l(S) - f(I_l(X))| \right\}$$

$$\leq \sum_{l=1}^{M} E\left\{ |I_l(S) - f(I_l(X))| \right\} \equiv SMMAE_f \quad (30)$$

where the last term is called the sum of micro MAE (SMMAE) [8]. If the Boolean function $f(\cdot)$ is positive, the SMMAE is equal to the MAE [25]. Let $f^*(\cdot)$ be the positive Boolean function for which the corresponding stack filter is optimal under the MAE criterion. Then, there always exists a Boolean function, say $f^*_{\alpha}(\cdot)$ such that $MAE_{f^*_{\alpha}} \leq SMMAE_{f^*_{\alpha}} \leq SMMAE_f = MAE_f$, and the $f^*_{\alpha}(\cdot)$ can be found following a simplified version of the design process for $f^*(\cdot)$.

The optimal stack filter $f^*(\cdot)$ is designed as follows [25]:

\begin{align}
\min_{f} & \quad \sum_{j=1}^{2^N} c_j f(x_j) \\
\text{subject to} & \quad f(x_i) \leq f(x_j) \quad \text{if} \quad x_i \leq x_j \quad (31\text{a}) \\
& \quad f(x_j) = 0 \quad \text{or} \quad 1 \quad \text{for all} \quad j \quad (31\text{b})
\end{align}

where $c_j$ is constants depending on input statistics, $f(\cdot)$ is a Boolean function, and $x_j$ is the $j$th input vector among $2^N$ possible binary input vectors and $x_i \leq x_j$ if every element of $x_i$ is smaller than or equal to the corresponding element of $x_j$. In designing $f^*(\cdot)$, the constraint in (31b), which guarantees the positivity of Boolean functions, is unnecessary. The TBF $f^*(\cdot)$ is obtained by minimizing $J(f)$ in (31a) under the constraint in (31c). Now, the minimization for $f^*(\cdot)$ is trivial; $f^*(\cdot)$ is given by

$$f^*(x_j) = \begin{cases} 
0, & \text{if } c_j > 0 \\
1, & \text{if } c_j \leq 0
\end{cases} \quad (32)$$

for every $j, 1 \leq j \leq 2^N$.

B. Designing an LS TBF

The design method for stack filters in [25] cannot be applied to designing WOS filters. So far, for WOS filtering, only suboptimal design procedures have been proposed [27], [31]. An LS TBF can be designed following the procedures for WOS filter design. In this subsection, we shall obtain a suboptimal LS TBF using the method in [27].
Consider an LS Boolean function \( f(\cdot) \) defined by (4). Let \( \bar{x}^t \) and \( w \) be the augmented input and weight vectors, respectively, defined by \( \bar{x} = (x_1^t, \ldots, x_N^t, -1)^T \) and \( w = (w_1, \ldots, w_N, T)^T \), where \( x_i^t = I_t(X_i) \), and \( w_i \)'s and \( T \) are the real-valued weights and the threshold value, respectively, associated with \( f(\cdot) \). Then, the LS TBF can be expressed as

\[
TBF_f(X) = \sum_{t=1}^{M} U(w^t\bar{x}^t)
\tag{33}
\]

where \( U(\cdot) \) is the unit step function defined as \( U(X) = 1 \) if \( X \geq 0 \) and 0 otherwise. Using (33), \( \text{SMMAE}_f \) is written as

\[
\text{SMMAE}_f = \sum_{t=1}^{M} E\{|s^t - U(w^t\bar{x}^t)|\}
\]

\[
\approx \sum_{t=1}^{M} E\{|s^t - w^t\bar{x}^t|^2\}
\tag{34}
\]

where \( s^t = I_t(S) \) (see (30)), and the last expression is obtained by approximating the unit step function to a linear function and utilizing the fact that the absolute and squared errors are equivalent in the binary domain. Now, the LS TBF minimizing the approximation of the SMMAE in (34) can be obtained as follows:

\[
\text{minimize } J(w) = \frac{1}{2} w^T\Psi w - w^T\Phi
\tag{35}
\]

where \( \Psi = \sum_{t=1}^{M} E\{s^t(\bar{x}^t)^T\} \) and \( \Phi = \sum_{t=1}^{M} E\{s^t\bar{x}^t\} \). Obviously, the solution to this problem is given by

\[
w^\circ = \Psi^{-1}\Phi.
\tag{36}
\]

In the case of WOS filtering, the problem in (35) should be solved under the constraints that every element of \( w \) is nonnegative and \( \sum_{i=1}^{N} w_i \geq T \). Thus, there is no closed-form solution to the problem, and designing WOS filters requires more work.

C. Experimental Results

In order to assess the performance of the TBF and the LS TBF, these filters are designed using the methods described in the previous subsections and applied to suppress additive Gaussian and impulsive noise superimposed on 1-D and 2-D signals. The Gaussian noise has zero-mean and variance 100, and impulses occur with probability 0.1. Signal values corrupted by impulses are set to either 200 or 20. The statistics required for designing the filters are estimated from the signals under consideration.

Fig. 5(a) illustrates a 1-D signal taken from the horizontal lines of the Lena image having 256 \( \times \) 256 pixels. The noisy signal is shown in Fig. 5(b). The TBF, LS TBF, stack, and WOS filters with window size 9 were designed using the statistics estimated from the signals in Fig. 5(a) and (b). The resulting LS TBF and WOS filter turned out to be identical; the parameters of these filters are given by \((w_1, \ldots, w_9) = (0.09945, 0.07319, 0.09849, 0.19047, 0.37809, 0.18271, 0.08561, 0.06762, 0.11132)\) and \( T = 0.65053 \). To see the potential filtering capabilities, the designed filters were applied to the noisy signal in Fig. 5(b). The outputs of the filters are illustrated in Fig. 5(c)–(e), and the corresponding MAE’s that have been calculated from the filtered and the original signals are listed in Table IV. It is seen that the TBF preserves more details and has smaller MAE compared with the others.

Fig. 6(a) and (b) illustrate the original 512 \( \times \) 512 “bridge over stream” image and the noisy image, respectively. To enhance the noisy image, the TBF, LS TBF, stack, and WOS filters with a 3 \( \times \) 3 square window were designed. The statistics required to design the filters are estimated from the upper left quarter of images 6(a) and (b). Again, the LS TBF and the WOS filter turned out to be identical. The images obtained by applying the designed filters to the noisy image are shown in Fig. 6(c)–(e), and the corresponding MAE values are listed in Table V. Visually, the image filtered by the LS TBF looks better than the other images. Furthermore, rather surprisingly, the MAE associated with the LS TBF is smaller than the others. The superiority of the LS TBF in filtering performance is based on the following fact. The number of parameters to be estimated for the problem in (35), \((N + 1)^2 + (N + 1)\), is considerably smaller than \(2^N\), which is the number of \( c_j^s \)'s in (31). Therefore, roughly speaking, the parameters estimated for (35) are more accurate than those for (31). The LS TBF's and WOS filters may be preferred to TBF's and stack filters when the input statistics are unknown and have to be estimated.

### Table IV

<table>
<thead>
<tr>
<th>Filter</th>
<th>MAE</th>
</tr>
</thead>
<tbody>
<tr>
<td>Stack Filter</td>
<td>7.67</td>
</tr>
<tr>
<td>TBF</td>
<td>6.52</td>
</tr>
<tr>
<td>LS TBF (WOS Filter)</td>
<td>8.67</td>
</tr>
</tbody>
</table>

### Table V

<table>
<thead>
<tr>
<th>Filter</th>
<th>MAE</th>
</tr>
</thead>
<tbody>
<tr>
<td>Stack Filter</td>
<td>7.9422</td>
</tr>
<tr>
<td>TBF</td>
<td>7.9170</td>
</tr>
<tr>
<td>LS TBF (WOS Filter)</td>
<td>7.9074</td>
</tr>
</tbody>
</table>

VII. Conclusion

A new class of nonlinear filters called TBF's has been introduced. A TBF is defined by a Boolean function on the binary domain. It has been shown that the logical negation on the binary domain produces the minus (−) operation on the multilevel. In particular, the TBF can be expressed either as a sum of "local minimum − local maximum" terms on the multilevel or as an adaptive linear combination of ordered input data.

While all stack filters are translation and scale invariant, TBF's may be neither translation nor scale invariant. The class of TBF's includes some known operators such as the range estimator, quasi-ranges, and the difference of median estimates that are employed for edge detection in image processing. An interesting property indicating that any TBF can be expressed as a linear combination of stack filters has been derived.
Fig. 6. (a) Original image; (b) noisy image; (c) output of the stack filter; (d) output of the TBF.

As a useful special case of TBF’s, the LS TBF has been introduced. The LS TBF, which is defined by the threshold logic, is a direct extension of WOS filters. LS TBF’s are much simpler to implement than TBF’s and may be preferred to TBF’s in practical applications.

Implementation and design of the TBF and LS TBF has been investigated. It was observed that the procedure for designing TBF’s (LS TBF’s) is considerably simpler than designing stack (WOS) filters and that the former can outperform the latter at the expense of a slight increase in computational complexity.

Experimental results indicate that LS TBF’s can be superior to TBF’s in filtering performance when the filters are designed based on estimated input statistics. All LS TBF’s designed in the experiments for reducing noise turned out to be WOS filters.

There are some interesting topics for further research. They are described as follows: 1) Statistical analysis of the properties of TBF’s. 2) Optimization of TBF’s and LS TBF’s. Recently, a design method for TBF’s under the mean square error criterion was presented in [30]. An interesting question to be addressed is the following: Under what conditions does an optimal TBF reduce to an LS TBF, a stack, or a WOS filter? 3) Extending TBF’s to filters that are defined by an arbitrary function $f(\cdot)$ (not necessarily a Boolean function) on the binary domain. The class of filters introduced by this extension is the class of all filters possessing the threshold decomposition property. 4) Further extension of TBF’s to the filters defined by (2), which include generalized stack, microstatistic, and generalized WOS [28] filters as special cases.

APPENDIX

SOME: an algorithm to get SOME expressions from a given Boolean function

Suppose $f(x)$ is a given Boolean function. Consider the set of its true vectors $V(f) = \{v_i = (v_i^1, \ldots, v_i^N) \mid f(v_i) =$
Thus, we have a SOMEPE expression: \( f(x) = \bar{x}_2 x_4 + x_1 \bar{x}_2 x_3 x_4 \). Choosing different pairs to combine, we obtain another SOMEPE form:

\[
V(f) = \{(0, 0, 0, 0, 1), (0, 0, 1, 1), (0, 0, 0, 1), (1, 0, 1, 1), (1, 0, 1, 1), (0, 0, 1, 1) \}
\]

\[
= \{(0, 0, x, 1), (0, 1, 0, 1), (1, 0, 1, 1), (1, 1, 1, 1) \}
\]

\[
= \{(0, 0, x, 1), (1, 0, 0, 1), (1, 1, x, 1) \}. \quad (A.2)
\]

The resulting SOMEPE form is given by \( f(x) = \bar{x}_1 \bar{x}_2 x_4 + x_1 x_2 x_4 + x_1 x_3 x_4 \).
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