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Compensating Frequency Drift in DPSK Systems
via Baseband Signal Processing

Zae Yong Choi and Yong Hoon Lee

Abstract— A new baseband signal processing method for
compensating frequency shift in differential phase-shift keying
(DPSK) systems is introduced. This method consists of a signal
processor for the initial acquisition of frequency shift and a
simple adaptive equalizer for tracking. The former is based
on the observation that the effect of frequency shift can be
eliminated by using boundary values of the received baseband
signal between symbol periods. The latter is a single tap equalizer
employing the least mean-square (LMS) adaptation algorithm.
Computer simulation results demonstrate that the proposed
frequency shift compensation technique outperforms existing
methods, and works well for a wide range of frequency shift.

I. INTRODUCTION

I N DIFFERENTIAL phase-shift keying (DPSK), the perfor-
mance of noncoherent detection severely degrades if the

carrier frequency at the receiver deviates from its original
value due to either limited oscillator precision or the Doppler
effect [1]–[3]. One common way of dealing with this limitation
is to employ an automatic frequency control (AFC) loop
which operates on a preamble [4]. The use of such an AFC
loop, however, may not be recommended in some applications
where data are transmitted in bursts, as in time-division
multiple-access (TDMA) systems, because the preamble for
AFC may take a significant portion of the burst interval. For
such applications, some alternative methods that can correct
frequency offset without the preamble have been developed:
a technique which estimates the phase shift by observing
the phase change over half a symbol within each symbol
interval was proposed in [5], one-tap adaptive equalizers
correcting the frequency drift at baseband were proposed in
[6]–[8], and techniques estimating the frequency offset from
the th power of a baseband signal in -ary DPSK were
proposed in [11], [12]. These techniques have been shown
to be useful for compensating some frequency shift, and are
simpler to implement than conventional AFC; however, their
performance rapidly degrades as the frequency shift increases.

In this paper, we introduce a new baseband signal processing
method that can correct a much heavier frequency shift by
incorporating the adaptive equalizer in [6] together with a
novel acquisition scheme. The latter is based upon realizing
that the effect of the frequency shift can be eliminated by using
boundary values of the received baseband signal between
symbol periods when rectangular pulses are transmitted. Thus,
after converting each received pulse into a rectangular-shaped
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one, we estimate such boundary values from the Nyquist rate
(twice the symbol rate) samples of received baseband signals,
and use them for the initial acquisition of frequency shift. It
will be shown through simulation that the proposed frequency
shift compensation technique outperforms existing methods,
and performs well for a wide range of frequency shift.

II. FREQUENCY SHIFT COMPENSATION USING AN EQUALIZER

In this section we briefly review the compensation method
in [6]. Suppose that the input to the receiver shown in Fig. 1
is a frequency-shifted DPSK signal expressed as

(1)

where and denote the symbol energy and duration,
respectively, is the frequency shift in radians,

is -ary DPSK modulation with symbol
rate , and is the initial phase. Here, for the time being,
we assume that the channel is ideal—the received signal
is noise free and there is no multipath fading. The inputto
the decision device in Fig. 1 is expressed as

(2)

where and . For the binary case,
is either or , and the worst case occurs when

. The one-tap adaptive equalizer in [6], called the
feedback-frequency drift compensator(FB-FDC), correcting
the effect of is shown in Fig. 2. The input to the decision
device denoted by in Fig. 2 is given by

(3)

where

(4)

and are the estimates of and ,
respectively, at time and denotes the complex conjugate.
This equalizer was designed to minimize the mean-squared
error between and . Note that when

since . The tap adaptation in (4) is, in fact,
a least mean-square(LMS) algorithm [9]. Due to the lack of
a training sequence, this equalizer works well only when
is small.

III. D ETECTION THROUGH BOUNDARY-VALUE ESTIMATION

A. Rectangular Pulse Case

Suppose that at the transmitter, rectangular baseband pulses
are directly multiplied with a carrier without pulse shaping.
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Fig. 1. Conventional DPSK receiver where!0 is the carrier frequency,T is the symbol period, and ‘�’ denotes the complex conjugate.

Fig. 2. The feedback-frequency drift compensator. Herexn = dn � ej�!T

in (1), � = 1� �, and� denotes the complex conjugate.

Fig. 3. The phase ofv(t) when �n � �n�1 = ��, �!T = 0:5�,
�n�1 = 0:5�, and �0 = 0.

Then in (1) is constant over a symbol period
. It is expressed as

(5)

where is a rectangular pulse of support with
amplitude 1 and . Again referring to Fig. 1,
is given by

(6)

The phase of in Fig. 1 is

(7)

where denotes the phase of . Next, we
show that the performance degradation caused by can
be eliminated by considering boundary values of between
symbol periods. The boundary values can be defined as

and
for where and , respectively, represent the initial and
final values at the th symbol period. The phase difference
between and is expressed as

(8)

Fig. 4. Empirical BER values of the boundary-based detector, the conven-
tional detector, the one with FB-FDC and the one with FF-FDC, where dotted
and solid lines show the BER values when SNR is 7 and 10 dB, respectively.

Thus, the effect of the frequency shift is indeed removed. As
an example, consider the phase of shown in Fig. 3 where

and .
From this figure, we can see that

whereas .
Demodulation of DPSK signals using and would be

a useful alternative to the conventional scheme in Fig. 1. These
boundary values, however, cannot be obtained through direct
sampling of at . They should be estimated from
their neighboring values, which requires a sampling rate higher
than the symbol rate . We consider the sampling of
at the Nyquist rate . Let and , respectively, denote
the samples of at and for

. Estimates of and can be obtained byleast
squaresestimation based on thelinear regressionmodel [10]
using and values. Minimizing the least squares error

results in

(9)

This line is merely the line connecting and .
We can estimate and by putting and

into . The results are

(10)

Authorized licensed use limited to: Korea Advanced Institute of Science and Technology. Downloaded on January 22, 2010 at 19:43 from IEEE Xplore.  Restrictions apply. 



IEEE TRANSACTIONS ON COMMUNICATIONS, VOL. 45, NO. 8, AUGUST 1997 923

Fig. 5. Entire block diagram of the proposed DPSK demodulator, where = p(0:5T )�1. When the roll-off factor is 0.5, = 1:667:

The DPSK demodulation technique using and values
will be referred to as theboundary-baseddetection.

B. Raised-Cosine Pulse Case

In practical communication systems, rectangular pulses are
often converted into raised-cosine pulses having a bandlimited
spectrum before transmission. For raised-cosine pulses, it is
desirable to sample at because in the th symbol period

is the only position whose signal value is not corrupted
by intersymbol interference (ISI) resulting from pulse shaping.
Therefore, we sample at and . In
this case, unlike the rectangular pulse case, we can sample
at because a sharp transition between symbol
periods does not exist. Note that in (9) and (10) becomes
zero. The sampled values, denoted by and

are expressed as

(11)

where is the impulse response of a raised-cosine pulse-
shaping system. Obviously, is not influenced by pulse
shaping, and only the value should be changed by removing
ISI terms to get defined as . Based
on the fact that and cause dominant ISI
terms, is approximated as follows1:

(12)

1The expression in (12) is exact when the roll-off factor is 1.

Since and
, we get

(13)

Following from (10), the boundary values for raised-cosine
pulses are given by

(14)

C. Performance Evaluation of the Boundary-Based Detection

In order to evaluate the performance of the boundary-based
detection, we generatebinary DPSK symbols with 50% excess
bandwidth raised-cosine pulse shaping (roll-off factor ).
It was assumed that data were transmitted in short bursts of 105
symbols. A total of 15 000 bursts were generated and corrupted
by additive white Gaussian noise (AWGN) and frequency shift.
The corrupted bursts were passed through the boundary-based
detector, and bit-error rate (BER) values were estimated by
counting the number of errors in demodulating the 15 000
bursts. For comparison, the conventional DPSK receiver in
Fig. 1, the one employing the FB-FDC in Fig. 2 1/24),
and the method in [11] and [12] which estimates the frequency
offset from the th power of a baseband signal in -ary
DPSK were also considered. The frequency drift compensator
based on the method in [11] and [12] will be referred to as
feedforward-FDC (FF-FDC).

Fig. 4 shows the results of this simulation. It is seen that the
boundary-based detector performs considerably worse than the
others when the frequency shift is small. This indicates
that the former is vulnerable to AWGN. However, when

the boundary-based detector outperformed the
others; in fact, its BER looks almost constant irrespective of

. This result suggests that the boundary-based detector
can be effective for initial acquisition of .
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Fig. 6. Empirical BER values of the conventional detector, the one with
FB-FDC, the one with FF-FDC and the proposed detector, where dotted and
solid lines show the BER values when SNR is 7 and 10 dB, respectively.

IV. THE PROPOSEDDPSK DETECTOR

A. The Algorithm

The demodulation scheme proposed in this section incor-
porates the boundary-based detection with the FB-FDC. Its
entire block diagram is illustrated in Fig. 5. At the beginning,
the switches in Fig. 5 are connected to the ACQ positions, and
the initial value of in (4), denoted by , is determined
by using the boundary-based detector. Assuming that a total
of DPSK symbols are transmitted, the procedure is stated
as follows.

1) Sample values at Nyquist rate over the first
symbol periods. Here, .

2) Apply the boundary-based detector to get an estimate of
defined in (2). This estimate is called thetentative

estimate of and is denoted by .
3) Since from (2), we evaluate

and use this value as .

After obtaining the two switches in Fig. 5 providing
data to the initial acquisition part are open, and the one in
the tracking part is connected to the TRK position. Then this
system becomes the DPSK demodulator employing the FB-
FDC with the initial value . This demodulation scheme is

applied to the entire sequence sampled at .
The “delay ” block in Fig. 5 is required to store the first
data which have been used for acquisition. Final output is the
estimated sequence Note that the tentative
decision values obtained during acquisition
are replaced with .

B. Performance Evaluation of the Proposed Detector

Inputs to the demodulator were generated as in Section III-
C. Empirical BER values were evaluated for the proposed
demodulator, the conventional one, the one with the FB-FDC,
and the one with FF-FDC. We set and . The
results shown in Fig. 6 demonstrate that the proposed scheme
can outperform the others for all values, and is indeed
robust to frequency shift.

V. CONCLUSION

A new DPSK demodulation scheme which is robust to fre-
quency shift was proposed, and its performance was examined
through computer simulation. This method performed better
than existing techniques in [6] and [11] at the expense of
higher sampling rate and some additional computation. The
proposed scheme is particularly useful in applications where
transmission is affected by large frequency shifts.
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