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Abstract—This paper proposes a technique that jointly estimates the I/Q mismatch, dc offset, carrier frequency offset, and channel for receivers in frequency selective channels. The joint estimator is a data-aided technique that requires a training sequence and is derived based on the maximum likelihood (ML) criterion. The characteristics of the joint estimator are analyzed. In particular, it is shown that its accuracy almost achieves the Cramér-Rao lower bound (CRLB). The advantage of the proposed estimator over an existing method is demonstrated through computer simulation.
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I. INTRODUCTION

FREQUENCY offset compensation and channel estimation are important functions of recent radio receivers. By recovering the carrier frequency at a receiver via signal processing, the stringent requirements on the frequency stability of the transmitter and receiver oscillators can be relaxed. Estimation of channel parameters is essential for systems with ML-type detection. A popular approach to frequency and channel estimation is to employ data-aided techniques that operate with the help of training sequences. Various data-aided frequency and channel estimators can be found in [1]–[8].

Existing frequency and channel estimation techniques assume an ideal receiver in which there are no errors in the radio frequency (RF) and analog circuit, with the exception of a frequency offset. This assumption can be justified for receivers based on the traditional superheterodyne principle. However, its justification can be difficult for certain other receiver architectures, such as those with direct conversion [9], [10], and a low-intermediate frequency (IF) [11], [12], which are accompanied by several deficiencies: for example, both direct conversion and low-IF architectures suffer from an I/Q mismatch that is an imbalance between the I and Q branch amplitudes and phases. Thus, for these receivers, it is recommended that the frequency and channel are estimated in presence of an I/Q mismatch.1

In this paper, we develop a data-aided, ML technique that can jointly estimate the frequency, channel, I/Q mismatch and dc offset, where the dc offset is a particular concern in direct conversion receivers. The proposed estimator can be thought of as an extension of the techniques in [4] and [18], where [4] proposes a joint ML scheme for frequency and channel estimation, and [18] proposes a joint least squares (LS) estimate of the I/Q mismatch, dc offset, and channel. It will be observed that the proposed scheme reduces to the estimate in [4] when there is no I/Q mismatch and dc offset, plus it performs better than the estimate in [18] when a frequency offset exists. Like the estimate in [18], the proposed scheme can be applied to both direct-conversion and conventional heterodyne architectures, yet not to those with a low-IF in [11] and [12]. This is because an I/Q mismatch in a low-IF system causes an image signal that comes from an adjacent channel, and the proposed data-aided scheme cannot handle such an image; it can only estimate a self-image.

The remainder of this paper is organized as follows. Section II describes the signal model used in the current study. The proposed method is derived in Section III, and its properties are analyzed in Section IV. In Section V, computer simulation results are presented to demonstrate the performance of the proposed technique in quasistatic channel environments. Section VI contains the conclusions.

II. SIGNAL MODEL

The signal model considered in the current paper is shown in Fig. 1. Here, $a(t)$ is the complex signal to be transmitted; $f_c$ denotes the carrier frequency; $w_{RF}(t)$ is zero mean additive white noise in the passband; and $d_0$ is the dc offset. The passband signal entering the mixer can be represented as

$$r_{RF}(t) = 2Re\{s(t)e^{j2\pi f_c t}\} + w_{RF}(t) \quad (1)$$

where $s(t)$ is an equivalent lowpass signal at the receiver antenna, given by the convolution of $a(t)$ and the baseband-equivalent channel impulse response. The receiver shown in Fig. 1 has a direct-conversion architecture, yet it can also be thought

1Signal processing techniques that can compensate for an I/Q mismatch can be found in [13]–[18].
of as a heterodyne receiver assuming \( r_{RF}(t) \) is an IF signal. The output of the local oscillator is expressed as

\[
F(t) = \cos(2\pi f_{LO}t - \phi) - j(1 + \varepsilon) \sin(2\pi f_{LO}t - \phi + mbi\theta)
\]

where \( \varepsilon \) and \( \theta \) denote the amplitude and phase imbalance, respectively, \( \phi \) represents a random phase offset, \( \beta_i = (1/2) \left( 1 + (1+\varepsilon) e^{-j\theta} \right) \), and \( \alpha_0 = (1/2) \left( 1 - (1+\varepsilon) e^{j\theta} \right) \). Lowpass filtering the signal \( y_0(t) \), which is equal to \( r_{RF}(t) F(t) + d_o \), results in the following baseband signal

\[
y(t) = \beta_0 x(t) + \alpha_0 x^*(t) + d_o
\]

where \( x(t) = s(t) e^{j(2\pi f_{LO}t + \phi)} + w_0(t) \) is the frequency offset given by \( \Delta f = f_c - f_{LO} \), and \( w_0(t) \) is the low-pass filtered version of \( w_{RF}(t) e^{-j2\pi f_{LO}t} \). If \( y(t) \) is sampled with a symbol rate, \( 1/T_s \), this

\[
s(n) = \sum_{i=0}^{L-1} q_i a_{n-i}
\]

where \( q_i \) is an impulse response of the equivalent channel due to an impulse that is applied \( t \) time units earlier; \( L \) denotes the channel length; and \( d_o \) is a complex information symbol.

Suppose that \( N + L - 1 \) training symbols \( \{ a_{n-i}, n = -L + 1, \ldots, N-1 \} \) are transmitted. Ignoring the first \( L-1 \) samples, the received data \( \{ y(0), y(1), \ldots, y(N-1) \} \) that correspond to the training sequence can be written in vector form as

\[
y = \beta_0 (\Gamma(\nu) A h + w_o) + \alpha_0 (\Gamma(\nu) A h + w_o)^* + d_o 1
\]

where \( y = [y(0), y(1), \ldots, y(N-1)]^T \) and \( A \) is an \( N \times N \) diagonal matrix given by

\[
\Gamma(\nu) = \text{diag}(1, \ldots, e^{j2\pi m(N-1)})
\]

is the \( N \times N \) identity matrix. In (2), the terms \( \Gamma(\nu) A h \) and \( (\Gamma(\nu) A h)^* \) represent the frequency-shifted signal vector and its image vector (self-image), respectively.

Assume, for the time being, that the parameters \( \beta_0, \alpha_0, \) and \( d_o \) in (2) are known. A direct calculation using (2) yields

\[
y - d_o 1 - \alpha(y - d_o 1)^* = (1 - |\alpha|^2) \beta_0 (\Gamma(\nu) A h + w_o)
\]

where \( \alpha = \alpha_0 / \beta_0 \). The right-hand side (RHS) of (3) represents a signal that is dc-offset and mismatch-free, which indicates that the dc offset and I/Q mismatch can be easily compensated using the left-hand side (LHS) of (3), once \( \beta_0, \alpha_0, \) and \( d_o \) are estimated. Equation (3) is also useful for estimating \( \beta_0, \alpha_0, \) and \( d_o \). To simplify the notation, let \( d = d_o - \alpha d_o^* \), \( g = (1 - |\alpha|^2) \beta_0 h \) and \( w = (1 - |\alpha|^2) \beta_0 w_o \). Then, (3) can be rewritten as

\[
y - d\alpha y^* = \Gamma(\nu) A g + d I + w
\]

where \( w \) represents a zero-mean Gaussian vector with the covariance matrix \( \sigma^2 I_N \), and \( \sigma^2 = (1 - |\alpha|^2)^2 |\beta|^2 \sigma_0^2 \). Fig. 2 illustrates the relation among the vectors in (4) when \( w = 0 \). The desired term \( \Gamma(\nu) A g \) lies on the subspace spanned by the columns of \( \Gamma(\nu) A \). The projection matrix associated with this subspace, which is denoted by \( S_A \), is given by

\[
C(\nu) = \Gamma(\nu) B \Gamma^H(\nu)
\]

where

\[
B = A (A^H A)^{-1} A^H.
\]

The subspace that is orthogonal to \( S_A \) is denoted by \( S_A^\perp \). It can be shown that the projection matrix of \( S_A^\perp \) is given by \( I_N - C(\nu) \). In the following section, \( g, d, \alpha, \) and \( \nu \) are estimated in an ML sense using (4). The subspaces and their projection matrices will be useful for gaining some insight into the estimators.

III. JOINT ML ESTIMATION

For given \( g, d, \alpha, \) and \( \nu \), the vector \( y - \alpha y^* \) in (4) is Gaussian with the mean \( \Gamma(\nu) A g + d I \) and covariance matrix \( \sigma^2 I_N \). Therefore, the conditional probability density function (pdf) for \( y - \alpha y^* \) is written as

\[
p(y - \alpha y^* | g, d, \alpha, \nu) = \frac{1}{(\pi \sigma^2)^N} \exp \left( -\frac{1}{\sigma^2} \| y - \alpha y^* - d I - \Gamma(\nu) A g \|^2 \right)
\]

where \( \tilde{g}, \tilde{d}, \tilde{\alpha}, \) and \( \tilde{\nu} \) are trial values of \( g, d, \alpha, \) and \( \nu \), respectively, and \( \|x\|^2 = x^H x \). The ML estimates of \( (g, d, \alpha, \nu) \) can
be obtained by maximizing the following likelihood function over \( \mathbf{g}, \mathbf{d}, \mathbf{r}, \) and \( \nu \):

\[
\Lambda(\mathbf{g}, \mathbf{d}, \mathbf{r}, \nu) = -||y - \bar{\mathbf{r}}y^* - \mathbf{d}\mathbf{1} - \Gamma(\nu)\mathbf{Ag}||^2. \tag{7}
\]

The location of the maximum is obtained through the four-step procedure described below [4]. First, the parameters \( \mathbf{d}, \mathbf{r}, \nu \) are fixed in (7) and the likelihood function is maximized over \( \mathbf{g} \). This yields

\[
\hat{\mathbf{g}}(\mathbf{d}, \mathbf{r}, \nu) = (\mathbf{A}^H\mathbf{A})^{-1}\mathbf{A}^H\Gamma^H(\nu)(\mathbf{y} - \bar{\mathbf{r}}y^* - \mathbf{d}\mathbf{1}), \tag{8}
\]

for which \( \Lambda(\mathbf{g}, \mathbf{d}, \mathbf{r}, \nu) \) achieves the maximum. Second, substitute (8) into (7), which gives

\[
\Lambda(\mathbf{d}, \mathbf{r}, \nu) = -||(\mathbf{I}_N - \mathbf{C}(\nu)) (\mathbf{y} - \bar{\mathbf{r}}y^* - \mathbf{d}\mathbf{1})||^2 \tag{9}
\]

where \( \mathbf{C}(\nu) \) is the projection matrix in (5). Maximizing (9) with respect to \( \mathbf{d} \) while fixing \( \mathbf{r} \) and \( \nu \) yields

\[
\mathbf{d}(\mathbf{r}, \nu) = \mathbf{f}^H(\nu)(\mathbf{y} - \bar{\mathbf{r}}y^*) \tag{10}
\]

where

\[
\mathbf{f}^H(\nu) = \frac{\mathbf{1}^H(\mathbf{I}_N - \mathbf{C}(\nu))}{||\mathbf{1}^H(\mathbf{I}_N - \mathbf{C}(\nu))\mathbf{1}||^2}. \tag{11}
\]

Third, following the procedure similar to the 2nd step, (9) becomes

\[
\Lambda(\mathbf{r}, \nu) = -||(\mathbf{I}_N - \mathbf{C}(\nu))(\mathbf{y} - \bar{\mathbf{r}}y^* - \mathbf{f}^H(\nu)(\mathbf{y} - \bar{\mathbf{r}}y^*)\mathbf{1})||^2 \tag{12}
\]

and the estimate of \( \alpha \) is given by

\[
\hat{\alpha}(\nu) = \mathbf{p}^H(\nu)(\mathbf{y} - \mathbf{f}^H(\nu)\mathbf{y}\mathbf{1}) \tag{13}
\]

where

\[
\mathbf{p}(\nu) = \frac{(\mathbf{I}_N - \mathbf{C}(\nu))(\mathbf{y}^* - \mathbf{f}^H(\nu)\mathbf{y}\mathbf{1})}{||\mathbf{I}_N - \mathbf{C}(\nu)(\mathbf{y}^* - \mathbf{f}^H(\nu)\mathbf{y}\mathbf{1})||^2}. \tag{14}
\]

Finally, using (13) in (12), it is found that \( \nu \) can be estimated by maximizing

\[
\Lambda(\nu) = -||(\mathbf{I}_N - \mathbf{C}(\nu))(\mathbf{y} - \hat{\alpha}(\nu)y^*) \tag{15}
\]

\[
-\mathbf{f}^H(\nu)(\mathbf{y} - \hat{\alpha}(\nu)y^*)\mathbf{1})||^2. \tag{16}
\]

In summary, the ML estimator reads

\[
\hat{\nu}_{\text{ML}} = \arg \max \Lambda(\nu) \tag{17}
\]

\[
\hat{\alpha}_{\text{ML}} = \hat{\alpha}(\nu)|_{\nu = \hat{\nu}_{\text{ML}}} \tag{18}
\]

\[
\hat{\mathbf{d}}_{\text{ML}} = \hat{\mathbf{d}}(\hat{\nu}_{\text{ML}}, \hat{\mathbf{r}}_{\text{ML}}) \mid_{\nu = \hat{\nu}_{\text{ML}}}, \mathbf{r} = \hat{\mathbf{r}}_{\text{ML}}, \nu \tag{19}
\]

\[
\hat{\mathbf{g}}_{\text{ML}} = \hat{\mathbf{g}}(\hat{\mathbf{d}}, \hat{\mathbf{r}}_{\text{ML}}, \hat{\nu}_{\text{ML}}) \mid_{\mathbf{d} = \hat{\mathbf{d}}_{\text{ML}}, \mathbf{r} = \hat{\mathbf{r}}_{\text{ML}}, \nu = \hat{\nu}_{\text{ML}}}. \tag{20}
\]

The characteristics of the proposed ML estimator in (15)–(18) can be stated as follows.

1. The proposed estimator reduces to the ML estimator in [4] when \( \nu = 0 \).
2. In (8), \( \mathbf{y} - \alpha y^* - \mathbf{d}\mathbf{1} \) represents the signal vector after compensating for the I/Q mismatch and dc offset. Therefore, (8) simply suggests I/Q-mismatch and dc-offset compensation prior to channel estimation. This estimator reduces to the ML channel estimator in [6] when \( \nu = \alpha = d = 0 \).
3. Again referring to Fig. 2, (10) evaluates \( (\mathbf{I}_N - \mathbf{C}(\nu))(\mathbf{y} - \bar{\mathbf{r}}y^*) \) which is the projection of \( \mathbf{y} - \bar{\mathbf{r}}y^* \) onto \( \mathbf{S}_A^\perp \). Note that \( (\mathbf{I}_N - \mathbf{C}(\nu))(\mathbf{y} - \bar{\mathbf{r}}y^*) = (\mathbf{I}_N - \mathbf{C}(\nu))\mathbf{d}\mathbf{1} \). Therefore, under the noise-free condition \( \mathbf{w} = 0 \),

\[
\mathbf{d} = (\mathbf{I}_N - \mathbf{C}(\nu))^{\dagger}(\mathbf{I}_N - \mathbf{C}(\nu))\mathbf{y}\mathbf{1} \tag{21}
\]

where the second equality comes from \( (\mathbf{I}_N - \mathbf{C}(\nu))^{\dagger}(\mathbf{I}_N - \mathbf{C}(\nu)) = (\mathbf{I}_N - \mathbf{C}(\nu)) \) (since \( \mathbf{I}_N - \mathbf{C}(\nu) \) is the projection matrix of \( \mathbf{S}_A^\perp \), it is idempotent and Hermitian symmetric).
4. The estimate of \( \alpha \) in (13) minimizes the difference between \( (\mathbf{I}_N - \mathbf{C}(\nu))(\mathbf{y} - \bar{\mathbf{r}}y^*) \) and \( (\mathbf{I}_N - \mathbf{C}(\nu))\mathbf{d}(\mathbf{r}, \nu) \mathbf{1} \) [see (12)]. This minimization can be justified as follows. Assume the noise-free case \( \mathbf{w} = 0 \). Let \( \mathbf{r} = \nu \). Then

\[
\Lambda(\mathbf{r}, \nu) = -||(\mathbf{I}_N - \mathbf{C}(\nu))(\mathbf{y} - \bar{\mathbf{r}}y^*) - (\mathbf{I}_N - \mathbf{C}(\nu))\mathbf{d}(\mathbf{r}, \nu)\mathbf{1})||^2. \tag{22}
\]

The cost \( \Lambda(\mathbf{r}, \nu) \) achieves its maximum \( \Lambda(\mathbf{r}, \nu) = 0 \) when \( \mathbf{r} = \nu \), because under the noise-free environment \( \mathbf{d}(\alpha, \nu) = \mathbf{d} \) and \( (\mathbf{I}_N - \mathbf{C}(\nu))(\mathbf{y} - \alpha y^*) = (\mathbf{I}_N - \mathbf{C}(\nu))\mathbf{d}\mathbf{1} \).
5. Notice that (13) and (14) can be rewritten as

\[
\hat{\alpha}(\nu) = \frac{\mathbf{y}^H\mathbf{y} - \mathbf{y}^H\mathbf{C}(\nu)\mathbf{y} + \left(\mathbf{c}^H(\nu)\mathbf{y}\right)\left(\mathbf{c}^H(\nu)\mathbf{y}\right)^*}{\mathbf{y}^H\mathbf{y} - \mathbf{y}^H\mathbf{C}(\nu)\mathbf{y} + \left(\mathbf{c}^H(\nu)\mathbf{y}\right)\left(\mathbf{c}^H(\nu)\mathbf{y}\right)^*}, \tag{23}
\]

\[
\Lambda(\nu) = -\mathbf{y}^H\mathbf{y} + \mathbf{y}^H\mathbf{C}(\nu)\mathbf{y} + \left(\mathbf{c}^H(\nu)\mathbf{y}\right)^2 + |\hat{\alpha}(\nu)|^2 \left(\mathbf{y}^H\mathbf{y} - \mathbf{y}^H\mathbf{C}(\nu)\mathbf{y} - \left|\mathbf{c}^H(\nu)\mathbf{y}\right|^2\right), \tag{24}
\]

where \( \mathbf{c}^H(\nu) = 1^H(\mathbf{I}_N - \mathbf{C}(\nu)) \). The quadratic terms \( \mathbf{y}^H\mathbf{C}(\nu)\mathbf{y}, \mathbf{y}^H\mathbf{C}(\nu)\mathbf{y} \) and \( \mathbf{y}^H\mathbf{C}(\nu)\mathbf{y} \) in these equations can be evaluated using the following relationship. For any two \( N \)-dimensional column vectors
TABLE I

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Real products</th>
<th>Real additions</th>
</tr>
</thead>
<tbody>
<tr>
<td>Proposed method</td>
<td>$16N^3 + 48N$</td>
<td>$12N^2 + 38N$</td>
</tr>
<tr>
<td></td>
<td>$+12L + 12$</td>
<td>$+6L + 2$</td>
</tr>
<tr>
<td></td>
<td>$+8(L + 40)NK$</td>
<td>$+12N_0 + 24NK$</td>
</tr>
<tr>
<td>Frequency estimator in [4]</td>
<td>$4N^2 + 4N$</td>
<td>$3N^2 + N$</td>
</tr>
<tr>
<td></td>
<td>$+2N_0 + 24NK$</td>
<td>$+3N_0 + 24NK$</td>
</tr>
<tr>
<td>LS method in [18]</td>
<td>$8NL + 8L + 4$</td>
<td>$NL + 2N + 2L - 1$</td>
</tr>
</tbody>
</table>

where $x_n(\mathbf{p})$ denotes the $n$th element of $\mathbf{x}(\mathbf{p})$. This equation then reduces to the ML estimate in [4] for $L = 1$ when $\mathbf{x}(\mathbf{p}) = \mathbf{y}$.

IV. PERFORMANCE ANALYSIS

The mean and mean squared error (mse) of the ML estimators are examined under the assumption of a high signal-to-noise ratio (SNR). When $\alpha = d = 0$, it is shown in [4] that $E[\hat{\nu}] \approx \nu$ and

$$E[\nu - \nu]^2 \leq \frac{\sigma^2}{2z^H(I_N - B)z} \ (21)$$

where $\nu$ is the ML frequency estimate, $z = 2\pi \Phi \mathbf{A g}$, and $\Phi = \{\text{diag}\{0, 1, 2, \ldots, N - 1\}\}$. This mse expression will be adopted because it is reasonably accurate for practical values of $\alpha$ and $d$, and the derivation of the bias and mse for $\hat{\nu}$ is formidable when $\alpha$ and $d$ are unknown.

The means and mses for $\hat{\alpha}, \hat{d}, \hat{g}$ are derived under the assumption that the frequency offset $\nu$ is known. Following (4), the relation between the parameters $(\alpha, d, g)$ and their estimates $(\hat{\alpha}, \hat{d}, \hat{g})$ can be expressed as

$$\hat{\alpha} = \alpha + \mathbf{p}^H(\nu)(\mathbf{w} - \nu \mathbf{w} 1) \ (22)$$

$$\hat{d} = d - (\hat{\alpha} - \nu \mathbf{y}^*) + \mathbf{f}^H(\nu) \mathbf{w} \ (23)$$

$$\hat{g} = g + \mathbf{A}^H(\nu) \mathbf{w} - (\hat{\alpha} - \nu) \mathbf{A}^H(\nu) \mathbf{y}^* - (\hat{d} - d) \mathbf{A}^H(\nu) \mathbf{1} \ (24)$$

where $\hat{\alpha} = \alpha |_{\nu = \nu}, \hat{d} = d |_{\alpha = \alpha, \nu = \nu}, \hat{g} = g |_{\nu = \nu}, \hat{\nu} = \mathbf{f}(\mathbf{w}, \alpha, \nu) |_{\alpha = \alpha, \nu = \nu}$, $\mathbf{f}(\nu)$ and $\mathbf{p}(\nu)$ are defined in (10) and (13), respectively, and $\mathbf{A}^H = (\mathbf{A}^H \mathbf{A})^{-1} \mathbf{A}^H$ (see Appendix A for derivation). To proceed, it is worthwhile to define $\mathbf{y}_A$ which is the deterministic part of $\mathbf{y}$ in (2)

$$\mathbf{y}_A = \beta_0 \Gamma(\nu) \mathbf{A h} + \alpha_0 (\Gamma(\nu) \mathbf{A h})^* + d_0 \mathbf{1}. \ (25)$$

Using $\mathbf{y}_A$, (2) is rewritten as

$$\mathbf{y} = \mathbf{y}_A + \beta_0 \mathbf{w}_o + \alpha_0 \mathbf{w}_o^* \ (26)$$

where the second equality comes from $\mathbf{w} = (1 - |\alpha|^2) \beta_0 \mathbf{w}_o$ and $\alpha = \alpha_0 / |\alpha|$. The unbiasedness of the estimators in (22)–(24) can be seen if $\mathbf{y}$ is replaced with $\mathbf{y}_A$ in (22)–(24). Therefore, the estimators are approximately unbiased when SNR $\gg 1$.

Specifically, the bias of $\hat{\alpha}$ may be approximated by

$$E[\hat{\alpha} - \alpha] = E[\mathbf{p}^H(\nu)(\mathbf{w} - \nu \mathbf{w} 1)] \ (27)$$

where $\mathbf{p}_A(\nu)$ is an approximation of $\mathbf{p}(\nu)$, which is obtained by replacing $\mathbf{y}$ with $\mathbf{y}_A$ in $\mathbf{p}(\nu)$, i.e.,

$$\mathbf{p}_A(\nu) = \frac{(I_N - \Gamma(\nu)) \mathbf{y}_A^* - \nu \mathbf{y}_A^* 1}{\| (I_N - \Gamma(\nu)) \mathbf{y}_A^* - \nu \mathbf{y}_A^* 1 \|^2}. \ (27)$$
Because $E[\mathbf{w}] = 0$ and $\mathbf{f}^H(\nu)$ is deterministic

$$E[\mathbf{w}] = 0,$$

In a similar manner, it can be shown from (23) and (24) that

$$E[\hat{d} - d|\nu] \approx 0$$

and

$$E[\hat{\mathbf{g}} - \mathbf{g}|\nu] \approx 0.$$

The mse of $\hat{\alpha}$ can be approximated as

$$E[|\hat{\alpha} - \alpha|^2|\nu] = E[|\mathbf{p}^H(\nu)(\mathbf{w} - \mathbf{f}^H(\nu)\mathbf{w})|^2] = \mathbf{p}^H(\nu)E[(\mathbf{w} - \mathbf{f}^H(\nu)\mathbf{w})|^2] \mathbf{p}_a(\nu),$$(28)

After the calculation outlined in Appendix B, (28) is rewritten as

$$E[|\hat{\alpha} - \alpha|^2|\nu] \approx \frac{\sigma^2}{\|\mathbf{I}_N - \mathbf{C}(\nu)(\mathbf{y}_a^* - \mathbf{f}^H(\nu)\mathbf{y}_a^*)\|^2}.$$(29)

The mse for $\hat{d}$ is derived as follows: from (23) and (26), the conditional mse given $\hat{\alpha}$ and $\nu$ can be expressed as

$$E[|\hat{d} - d|^2|\hat{\alpha}, \nu] = \mathbf{E}[|\mathbf{p}^H(\nu)^2 + |\hat{\alpha})E[\mathbf{f}^H(\nu)^2] = \mathbf{E}[|\hat{\alpha} - \alpha|^2|\nu] \approx \frac{\sigma^2}{N - 1 - \mathbf{C}(\nu)}$$

where $\gamma(\hat{\alpha}) = (|1 - \hat{\alpha}|^2 + |\hat{\alpha} - \alpha|^2)/|1 - \alpha|^2$. The second equality in (30) is true because $E[|\mathbf{f}^H(\nu)|^2] = \sigma^2\mathbf{f}^H(\nu)\mathbf{f}(\nu)$ and

$$\mathbf{f}^H(\nu)\mathbf{f}(\nu) = \frac{1}{\|\mathbf{I}_N - \mathbf{C}(\nu)\|^2} = \frac{1}{N - 1 - \mathbf{C}(\nu)\nu},$$

(31)

where (31) comes from $\mathbf{C}(\nu)\mathbf{C}(\nu) = \mathbf{C}(\nu)$. Taking the expectation over $\hat{\alpha}$ and approximating $E[\mathbf{f}(\nu)]$ by $E[\mathbf{f}(\nu)] = 1 + E[|\hat{\alpha} - \alpha|^2]/|1 - \alpha|^2$ $\approx \gamma_0$ produces

$$E[|\hat{d} - d|^2|\nu] \approx E[|\hat{\alpha} - \alpha|^2|\nu] = \frac{\sigma^2}{N - 1 - \mathbf{C}(\nu)}.$$(32)

From (23), it can be shown that

$$E[|\hat{\alpha} - \alpha|^2|\nu] \equiv -E[|\hat{\alpha} - \alpha|^2|\nu] \mathbf{f}^H(\nu)\mathbf{y}_a^*.$$

Hence, the expectation of (33) over $\hat{\alpha}$ and $\hat{d}$ becomes

$$E[||\hat{\mathbf{g}} - \mathbf{g}|^2|\nu] \approx \frac{\sigma^2}{\|\mathbf{I}_N - \mathbf{C}(\nu)\|^2} \cdot \mathbf{f}^H(\nu)\mathbf{f}(\nu) + \mathbf{y}_a^*.$$

The mse expressions in (29), (32), and (34) are verified by simulation in the following section.

V. SIMULATION RESULTS

Computer simulations were conducted to examine the performance of the proposed estimator. In the first set of simulations, the analytical results of the previous section were confirmed and extended. Then, performances of the proposed estimator and an existing scheme were compared.

Fig. 3 shows the system model used for the simulation. The training sequence was the midamble of the GSM system, given existing scheme were compared.
Fig. 4. Bias versus $v$ when $E_b/N_0 = 20$ dB and $|d_b| = 0.1$.

Fig. 5. $\text{mses}$ versus $v$ when $E_b/N_0 = 20$ dB and $|d_b| = 0.1$.

where $g_T(t)$ is the impulse response of the raised-cosine filter with a rolloff of 0.5; $\{\xi_t\}$ and $\{\tau_t\}$ are the attenuations and path delays, respectively; and $\theta_0$ is the timing phase. All the parameters for generating $h_k$ in (35) were equal to those of [4]. For this GSM channel, $L = 8$. The simulation was performed for various values of $v \in [-0.5, 0.5]$, which was the maximum estimation range of the frequency estimator. In practice, the frequency estimation range becomes considerably narrower than its maximum value due to various design issues such as adjacent channel effects.

3In practice, the frequency estimation range becomes considerably narrower than its maximum value due to various design issues such as adjacent channel effects.
A. Comparison Between Analytical and Simulation Results

The mean and mse expressions of the previous section were checked using the fixed channel with $L = 4$. The mean values obtained through the simulation indicated that the ML estimates were affected by some bias. Fig. 4 illustrates this bias when $\hat{\nu}$ was 3 dB and $|d_0| = 0.1$. For simplicity, only the bias of

---

Fig. 6. $\text{mse}$ versus $E_b/N_0$ when $\nu = 0.1$ and $|d_0| = 0.1$.

Fig. 7. $\text{mse}$ versus $|d_0|$ when $E_b/N_0 = 20$ dB and $\nu = 0.1$.
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**Figure 6.** $\text{mse}$ versus $E_b/N_0$ when $\nu = 0.1$ and $|d_0| = 0.1$.

**Figure 7.** $\text{mse}$ versus $|d_0|$ when $E_b/N_0 = 20$ dB and $\nu = 0.1$.  

---

The mean and mse expressions of the previous section were checked using the fixed channel with $L = 3$. The mean values obtained through the simulation indicated that the ML estimates were affected by some bias. Fig. 4 illustrates this bias when $E_b/N_0 = 20$ dB and $|d_0| = 0.1$ (for simplicity, only the bias of
the first channel tap \( g_0 \) is shown). As observed in [4], a microbias appeared for the ML frequency estimate \( \hat{\nu} \). The bias of \( \hat{\nu} \) in turn caused some increase in the bias of the other estimates, which then fluctuated depending on the former. It was observed that the bias of \( \alpha, d, \) and \( g_1 \) reduced to about \( 10^{-4} \) when \( \hat{\nu} = \nu \) (perfect frequency estimation).

Figs. 5–7 compare the mses from the simulation with those from (29), (32), and (34), plus the corresponding CRLBs. A remarkably good agreement was observed between the analysis and simulation results. The estimation performance was robust to frequency and dc offsets (see Figs. 5 and 7). Furthermore, the mses were almost identical to the CRLBs. (In some cases, the
analytical mses were slightly smaller than the CRLBs, which occurred because the former were obtained under the assumption that \( \nu = \nu_{\star} \).

**B. Performance Comparison**

The performance of the proposed ML estimate was examined for the GSM channel with \( L = 8 \). For each simulation run, \( \{z_i\} \) in (35) and the frequency offset \( \nu \) were generated using Gaussian and uniform random number generators, respectively. It was assumed that \( \nu \in [-0.033, 0.033] \) and \( |d_o| = 0.1 \). For comparison, a cascade of the estimators in [4] and [18] was considered. This technique, which will be referred to as the cascaded method, estimates and compensates for the frequency offset \( \nu \) using the frequency estimator in [4], then estimates \( \alpha, d, \) and \( g \) using the LS method in [18].

Fig. 8 shows the mses of the estimates and the corresponding CRLBs (the CRLBs were obtained by averaging the CRLBs from each simulation run). The proposed scheme outperformed the cascaded method. The mses of the former were close to the CRLBs, while those of the latter exhibited error floors. This happened because I/Q imbalance and dc offset deteriorate the frequency estimation performance of the method in [4]. It was also observed that the LS method in [18] behaved like the proposed ML method when \( \nu = 0 \). However, it exhibited a severe performance degradation even for small values of \( \nu \). This is the reason why the frequency offset was estimated prior to the estimation of the other parameters.

The performances of the estimators for the GSM channel were also examined in terms of the bit error rates (BERs). The receiver structure for the BER simulation is shown in Fig. 9. The I/Q mismatch, dc, and frequency offsets were compensated according to (4), then information symbols, which were quadrature phase shift keying (QPSK) symbols, were detected by applying the maximum likelihood sequence detector (MLSD). The transmitted data were grouped into frames consisting of 19 training symbols followed by 19 information symbols.\(^4\) For simplicity in implementation, the MLSD assumed a channel of length 4 and only used the 4 taps of the GSM channel, which contain 99.95% of the channel power. The BERs are shown in Fig. 10. As expected, the proposed

\(^4\)The duration of the information symbols was limited due to the lack of a phase tracking scheme that can compensate for the residual frequency offset.
scheme outperformed the cascaded method, which exhibited an error floor. When the BER = 10^-3, the proposed scheme was only 2 dB worse than the case of perfect compensation.

VI. CONCLUSION

A data-aided method for jointly estimating the I/Q mismatch, dc offset, frequency offset, and channel for receivers in a frequency-selective quasistatic channel was proposed. This estimator is particularly useful for direct-conversion receivers. The performance of the estimator was investigated analytically and by simulation, which demonstrated that the mses of the estimates were close to the CRLBs, and that the proposed scheme could outperform an existing technique. Further work in this area will include the following topics.

1) Development of an I/Q mismatch compensation technique for low-IF receivers.
2) Extension of the proposed method to the cases with frequency-dependent I/Q mismatch.
3) Study of improved cascaded approaches.

APPENDIX A

PROOF OF (22)–(24)

Using (9), the term \( y - f^H \nu y_1 \) in (13) can be written as

\[
y - f^H(\nu) y_1 = \alpha (y^* - f^H(\nu) y^* y_1) + \Gamma(\nu) A g + w - f^H(\nu) w_1
\]

where the equality comes from \( f^H(\nu) \Gamma(\nu) A g = 0 \) (see Fig. 2).

Substituting (36) into (13) yields

\[
\alpha(\nu) = \alpha + p^H(\nu) (\Gamma(\nu) A g + w - f^H(\nu) w_1)
\]

because \( (I_N - C(\nu))(I_N - C(\nu)) = I_N - C(\nu) \) and thus \( p^H(\nu) y^* - f^H(\nu) y^* y_1 = 1. \) Since \( (I_N - C(\nu))\Gamma(\nu) A = 0, \) then (22) follows from (37).

To derive (23), (4) is rewritten as

\[
y - \hat{\alpha} y^* = d \tilde{1} + \Gamma(\nu) A g - (\hat{\alpha} - \alpha) y^* + w.
\]

Using (38) in (10), \( \tilde{d} \) is written as

\[
\tilde{d} = f^H(\nu)(d \tilde{1} + \Gamma(\nu) A g - (\hat{\alpha} - \alpha) y^* + w).
\]

(23) follows from (39), because \( f^H(\nu) \tilde{1} = 1 \) and \( f^H(\nu) \Gamma(\nu) A g = 0. \)

From (8), \( \tilde{g} \) is written as

\[
\tilde{g} = (A^H A)^{-1} A^H \Gamma H(\nu)(y - \hat{\alpha} y^* - \hat{d} \tilde{1})
\]

and from (4)

\[
y - \hat{\alpha} y^* - \hat{d} \tilde{1} = \Gamma(\nu) A g - (\hat{\alpha} - \alpha) y^* - (\hat{d} - d) \tilde{1} + w.
\]

Using (41) in (40) yields (24). This is true because \( \Gamma H(\nu) \Gamma(\nu) = I_N \) and \( (A^H A)^{-1} A^H \Gamma H(\nu) \Gamma(\nu) A = I_L. \)

APPENDIX B

PROOF OF (29)

Because \( E[w \tilde{w}^H] = \sigma^2 I_N \)

\[
E[(f^H(\nu) w_1) w^H \nu] = \sigma^2 f^H(\nu)
\]

and

\[
E[(f^H(\nu) w_1)(f^H(\nu) w_1)^H \nu] = \sigma^2 f^H(\nu)f(\nu)11^H.
\]

Using (42) and (43) in (28) yields

\[
E[\hat{\alpha} - \alpha]^2 \nu] \approx \sigma^2 p^H_a(\nu)(I_N - 1 f^H(\nu)
\]

\[
- f^H(\nu)f(\nu)11^H) p_0(\nu)
\]

where \( f^H(\nu) \) and \( p_0(\nu) \) is defined by (11) and (27), respectively. Note that

\[
p^H_a(\nu)1 = \frac{(y_a^* - f^H(\nu) y_a^* 1)(I_N - C(\nu))1}{\| (I_N - C(\nu))(y_a^* - f^H(\nu) y_a^* 1) \|^2}
\]

and

\[
(f^H(\nu) y_a^* 1)(I_N - C(\nu))1 = (y_a^* H(I_N - C(\nu))1.
\]

Here, (46) holds because

\[
(f^H(\nu) y_a^*)^* = \frac{(y_a^* H(I_N - C(\nu))1}{1^H(I_N - C(\nu))1}.
\]

Using (46) in (45) produces \( p^H_a(\nu)1 = 0. \) Hence, (44) reduces to

\[
E[\hat{\alpha} - \alpha]^2 \nu] \approx \sigma^2 p^H_a(\nu)p_0(\nu).
\]

The RHS of (47) is simplified as (29), because

\[
p^H_a(\nu)p_0(\nu) = \frac{1}{\| (I_N - C(\nu))(y_a^* - f^H(\nu) y_a^* 1) \|^2}.
\]

APPENDIX C

DERIVATION OF CRLBs

The CRLBs of \( \nu, \alpha, \tilde{d}, \) and \( g \) can be derived following the procedure in [19]. To begin, define a vector

\[
\hat{\theta} = (\nu \alpha \alpha^* \tilde{d}^* g^T T g^H T).
\]

Let \( \hat{\theta} \) be an unbiased estimate of \( \theta \in \mathbb{C}^{(2L+5) \times 1}. \) It can be proved that

\[
\text{cov}(\hat{\theta}, \hat{\theta}) = M^{-1}
\]

is positive semidefinite where \( \text{cov}(\theta, \theta) = E[\theta \theta^H], M = E[(\partial \ln f(\theta))/(\partial \theta^T)(\partial \ln f(\theta))/(\partial \theta^T)^T], f(\theta) \) denotes the pdf in (6) and \( (\partial \ln f(\theta))/(\partial \theta^T) \) is a \((2L+5)\)-dimensional row vector written by the first equation shown at the bottom of the next page. From (48)

\[
\text{var}(\nu) \geq [M^{-1}]_{11}
\]
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\[ \text{var}(\delta) \geq [M^{-1}]_{22} \]
\[ \text{var}(\hat{d}) \geq [M^{-1}]_{44} \]
\[ E[\|g - g_{\theta}\|^2] \geq \sum_{i=2}^{6+L-1} [M^{-1}]_{ii} \tag{52} \]

and the RHS of (49)–(52) represent the CRLBs. After some calculation, it can be shown that
\[ (\partial\ln f(\theta)) / (\partial \nu) = \frac{1}{\sigma^2} (\nu + \nu^H \gamma^* \nu) = \frac{1}{(\gamma^T \gamma)^{1/2}} \gamma \nu \] and
\[ (\partial\ln f(\theta))/ (\partial d) = \frac{1}{\sigma^2} \nu \nu^T \] and
\[ (\partial\ln f(\theta))/ (\partial g^T) = \frac{1}{(\gamma^T \gamma)^{1/2}} \gamma \nu \] and
\[ (\partial\ln f(\theta))/ (\partial g^T) = \frac{1}{(\gamma^T \gamma)^{1/2}} \gamma \nu \] where \( z \) is defined in (21). Therefore, \( M \) can be expressed as
\[ M = \frac{1}{\sigma^2} \begin{pmatrix} D & C^H \\ C & R \end{pmatrix} \]

where \( D, C, \) and \( R \) are \( 3 \times 3, (2L + 2) \times 3, \) and \( (2L + 2) \times (2L + 2) \) matrices, respectively, given by the second equation at the bottom of the page. Here
\[ s = y^H \gamma^* \nu + \frac{\sigma^2}{2} + \frac{|\gamma|^2 N(N + 1)}{(1 - |\gamma|^2)^2} \]
\[ c = \sigma^2 \frac{N(N + 1) \nu^2}{(1 - |\gamma|^2)^2} \]

and \( y_\nu \) is defined in (25). Using the identity in the inverses of the block matrices [20, p. 728] and after lengthy computations
\[ [M^{-1}]_{11} = \sigma^2 \left( u_{11} - \frac{2\text{Re}(u_{12}) |u_{12}|^2}{|u_{12}|^2 - |c|^2} \right)^{-1} \]
\[ [M^{-1}]_{22} = \sigma^2 \left( u_{22} - \frac{|u_{12}|^2}{u_{11} (u_{11} - |u_{12}|^2)} \right)^{-1} \]

where
\[ u_{11} = 2z^H (I_N - B) z - a^{-2} z^H \Gamma^H (\nu) (I_N - C(\nu)) z^H \]
\[ u_{12} = z^H \Gamma^H (\nu) (I_N - C(\nu)) + a^{-1} 11^H (I_N - C(\nu)) \gamma^* \gamma^* \]
\[ u_{22} = s - y^T \gamma^* \gamma^* - a^{-1} 11^H (I_N - C(\nu)) y^* y^* \]

and
\[ a = \| (I_N - C(\nu)) z \|^2. \]

In addition
\[ [M^{-1}]_{44} = \sigma^2 a^{-1} + \sigma^2 a^{-2} |v_{11}|^2 + |v_{12}|^2 q_{12}^2 \]
\[ + 2 \text{Re} (v_{12} q_{11} q_{12}) \]
\[ + \sigma^2 |v_{11}|^2 |q_{11}|^2 + |v_{12}|^2 |q_{12}|^2 \]
\[ + 2 \text{Re} (v_{12} q_{11} q_{12}) \]

where
\[ v_{11} = \left( u_{11} - \frac{2\text{Re}(u_{12}) |u_{12}|^2 - c u_{12}^*}{|u_{12}|^2 - |c|^2} \right)^{-1} \]
\[ v_{12} = \left( u_{12} - u_{11} (|c|^2 - |d|^2) + u_{12} |u_{12}|^2 - c u_{12}^* \right) \]
\[ c u_{12}^* - u_{12} d^* \]
\[ u_{22} = \left( u_{22} - u_{11} (|c|^2 - |d|^2) + u_{12} |u_{12}|^2 - c u_{12}^* \right) \]
\[ u_{11} u_{22} - |u_{12}|^2 \]
\[ q_{11} = 11^H (I_N - C(\nu)) \Gamma (\nu) z \]
\[ q_{12} = 11^H (I_N - C(\nu)) y^* \]
\[ q_{31} = (A^H A)^{-1} A^H \Gamma (\nu) \left[ I_N - \frac{1}{a} 11^H (I_N - C(\nu)) \right] \Gamma (\nu) z \]
\[ q_{32} = (A^H A)^{-1} A^H \Gamma (\nu) \left[ I_N - \frac{1}{a} 11^H (I_N - C(\nu)) \right] y^* \]

\[ \frac{\partial \ln f(\theta)}{\partial \theta} = \begin{pmatrix} \frac{\partial \ln f(\theta)}{\partial \nu} \\ \frac{\partial \ln f(\theta)}{\partial \xi} \\ \frac{\partial \ln f(\theta)}{\partial \xi^*} \\ \frac{\partial \ln f(\theta)}{\partial d} \\ \frac{\partial \ln f(\theta)}{\partial g^T} \\ \frac{\partial \ln f(\theta)}{\partial g^{*T}} \end{pmatrix}. \]

\[ D = \begin{pmatrix} 2z^H z & z^H \Gamma (\nu) y^* & z^H \Gamma (\nu) y^* \\ z^H \Gamma (\nu) y^* & s & c \\ z^H \Gamma (\nu) y^* & c^* & s \end{pmatrix} \]
\[ C = \begin{pmatrix} (z^H A)^H \\ (z^H A)^T \end{pmatrix} \begin{pmatrix} y^H \Gamma (\nu) A \\ 0 \end{pmatrix} \begin{pmatrix} H \\ 0 \end{pmatrix} \]
\[ R = \begin{pmatrix} N & 0 & 11^H (\Gamma (\nu) A) \\ 0 & N & 0 \end{pmatrix} \begin{pmatrix} A^H A & 0 \\ 0 & (A^H A)^* \end{pmatrix} \]
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